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Abstract: 

In order to improve the convergence and diversity of the non-dominated solution set of 

multi-objective optimization problems, and solve the problem that the algorithm is easy to fall 

into the local optimum in the later stage, according to the characteristics of different differential 

evolution strategies, an adaptive differential evolution based on the improved Chebyshev 

mechanism is proposed. Strategy decomposition multi-objective evolutionary algorithm 

(MOEA/D-ADE-levy). First, the mixed-level orthogonal experiment is used to generate uniform 

weight vectors and applied to improve the Chebyshev mechanism to decompose the 

sub-problems to obtain a uniformly distributed initial population; secondly, the population is 

divided into excellent individuals, intermediate individuals and poor individuals, and different 

individuals are used. The mutation strategy uses an adaptive mechanism for the mutation factor 

F and the crossover probability CR to improve the convergence and diversity of the 

non-dominated solution set; finally, the levy random perturbation is added to the solution set 

that falls into the local optimum to increase its global search ability. Jump out of the local 

optimum. The DTLZ test function is used to verify the effectiveness of the algorithm, and the 

proposed algorithm is compared with common algorithms such as NSGA2, NSGA3, MOEA\D, 

MOEA\D-DE, etc., and the diversity and convergence analysis of the algorithm is performed 

using GD and IGD evaluation indicators. The results show that the algorithm has been improved 

and improved in terms of convergence and diversity, and can obtain a better Pareto solution set. 

Keywords: Hybrid level orthogonality, Chebyshev, Adaptive difference, Local optimum, 

Convergence, Diversity 
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I. INTRODUCTION 

 

In the real world, the number of objectives for optimization problems is mostly 

high-dimensional multi-objective problems greater than 4. However, in the optimization of 

multi-objective problems between different objectives, there are conflicts in the solution sets, 

and as the number of objectives increases, the number of non-dominated individuals in the 

population increases rapidly, which weakens the search ability of the algorithm. Multi-objective 

evolutionary algorithm (MOEA: multi-objective evolutionary algorithm) can find the optimal 

solution set of a set of balanced decision vectors in a single run. Using MOEA to optimize 

high-dimensional multi-objective problems is a hot research topic. The current research on 

high-dimensional multi-objective optimization is mainly carried out from three aspects: 

 

1. The optimization of the operator during the crossover and mutation process of the 

generated solution. Usually, crossover and mutation operators are often used in the process of 

generating solutions, such as analog binary crossover, differential mutation, polynomial 

mutation, etc.; Liu Bin proposed to establish multiple subpopulations to improve local search 

performance [1], Zheng Jinhua proposed a directional search strategy, It affects the 

convergence and distribution of the algorithm by influencing the generation area of the 

individual offspring [2]. 

 

2. In the retention solution with high adaptability, when the goals conflict, the basis for the 

balance between convergence and distribution needs to be considered comprehensively. For the 

algorithms that retain solutions with high adaptability, the algorithms that consider the 

convergence and distribution of the solution are currently mainly based on the algorithm based 

on the dominance relationship, the algorithm based on the decomposition, the algorithm based 

on the reference point and the algorithm based on the index. 

 

In the algorithm based on the dominance relationship, as the number of targets increases, in 

order to increase the selection pressure and improve convergence, Yu G proposes α-domination 

[3], Laumanns proposes ε-domination relationship [4] to determine non-dominated solutions 

The dominance relationship between the individual, so as to determine the strength of the 

individual; based on the decomposition algorithm is to decompose a complex high-dimensional 

multi-objective optimization problem into a set of single-objective optimization problems or 

easy-to-manage multi-objective problems. For example, Hughes uses MSOPS multiple 

single-target Pareto sampling to search for all targets in parallel [5], MOEA/D uses a set of 

weights to decompose a MOP into multiple sub-problems, so that each solution in the 

population corresponds to a corresponding sub-problem. Viduo objective shows very good 
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results [6]; the algorithm based on reference point replaces the original method of calculating 

the crowding distance by selecting the reference point, which can more effectively improve the 

diversity of the population. For example, MGSA-NSGA-III hybrid algorithm [7], I-NSGA-II 

algorithm [8], NSGA-III-RPCDP algorithm [9], etc. all introduce a reference point selection 

mechanism to improve the adaptability of the population; based on indicators The algorithm 

finds better individuals by modifying the evaluation index and using the selection mechanism 

to compare the quality of the solution. Such as IBEA algorithm [10], SMS-EMOA algorithm 

[11], etc. 

 

Mining effective information in the target space, using methods such as reduction, 

dimensionality reduction, and high-dimensional preference to collaboratively enhance the 

evolutionary pressure of algorithms. In the practical application of high-dimensional 

multi-objective optimization problems, there are: 1. Redundant objectives, that is, not all 

objectives have conflicts; 2. The objective solution does not have to be the entire Pareto 

optimal solution set, but a solution that satisfies the demand. Determining the feature extraction 

and feature selection methods, and giving specific preference information can effectively 

reduce the search space and improve the search ability of the algorithm. Reddy S R proposed 

preference optimization based on reference points, by selecting a set of reference points to 

obtain a Pareto optimal solution set [12]. Brockhoff and Zitzler proposed the s-Moss problem 

and the k-EMOSS problem that allow small changes in the dominant structure [13]. Fleming et 

al. proposed to apply the method of clarifying preference information to high-dimensional 

optimization, so as to continuously determine preference information [14]. 

 

The decomposition-based multi-objective evolutionary algorithm (MOEA/D) has been 

widely used to process MOPS. In 2019, R Tanabe et al. used three index selection methods, two 

mutation strategies, and five boundary processing methods to select the appropriate The 

configuration of the MOEA\D-DE operator is used to process mops [15]; Z Zhou et al. 

proposed a multi-objective genetic algorithm DEA-MOEA/D in 2018, which combines the 

decomposition method with the data envelopment method and uses the difference calculation 

method. As an evolutionary operator, it has been compared with other basic algorithms to 

verify the superiority of this algorithm in dealing with Mops problems [16]; S Zapotecas 

Martinez et al. proposed to combine the MOEA\D algorithm with the most popular direct 

search method Nelder and Mead methods. It combines the global search feature of MOEA\D 

with the development ability of mathematical programming technology. Since the MOEA\D 

algorithm has proposed many modified versions, some methods aim to obtain better 

performance by taking advantage of the various scaling functions used in the MOEA/D 

framework. The search performance of the algorithm is not considered. This article is aimed at 

MOEA\D. The D framework uses the orthogonal matching algorithm to generate uniform 
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weights, uses the improved Chebyshev formula to decompose the mops problem, divides the 

population into excellent individuals, intermediate individuals and poor individuals, uses 

different mutation strategies for different individuals, and determines the mutation factor F and 

crossover probability CR adopt an adaptive mechanism, and compare the convergence and 

distribution of the proposed algorithm with NSGA2, NSGA3, RVEA, MOEA\D, MOEA\D-DE, 

and experiments show that the proposed algorithm can achieve convergence. And the Pareto 

solution set with better distribution. 

 

II. ALGORITHM DESCRIPTION 

 

The MOEA/D algorithm has been proven to be advanced in convergence and diversity, but 

it has the problem of easily falling into local optimality [17]. In order to ensure the algorithm’s 

balance between method convergence and diversity, MOEA is proposed. \D-ADE-levy 

algorithm. In view of the large population of high-dimensional multi-objective problems and 

the uneven weights generated by the MOEA\D algorithm, the values generated by the hybrid 

orthogonal level experiment are uniformly dispersed, neat and comparable to produce 

uniformly distributed weight vectors; Introduce the generated weight vector into the improved 

Chebyshev decomposition method to decompose the Mops problem into a series of 

sub-problems; then, in view of the convergence of the offspring generation method and the 

imbalance in diversity, the offspring are divided into excellent individuals and intermediate 

individuals For different individuals and poor individuals, use different cross mutation methods 

to generate offspring. For excellent individuals, strengthen their local search capabilities, and 

adopt population adaptive evolution strategies for intermediate individuals. According to the 

number of population evolution, combined with neighbor node information, adaptive Adjust the 

evolution strategy, improve the individual's global search ability and exploration ability for 

poor individuals, accelerate the convergence to the optimal solution, and ensure the balance of 

algorithm convergence and diversity; then combine the characteristics of Levy's large flight 

jump and long tail, Use levy perturbation for individuals trapped in the local optimum to 

increase their global search ability and jump out of the local optimum; Finally, the improved 

Chebyshev function is used as the sorting criterion for individual selection, and the Pareto 

optimal solution with better convergence and diversity is obtained. 

 

The overall process of the MOEA\D-ADE-levy algorithm is shown in Figure 1: 
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Fig 1: Algorithm flow chart 

 

2.1 Generate Weight 

 

In real life, the preference information of the decision maker is usually unknown. The 

MOEA\D algorithm first generates a set of uniformly distributed weight vectors, and obtains a 

solution that can be uniformly distributed on the Pareto front. For a Mops with a population 

size of N and a target dimension of m, it is N uniformly distributed weight vectors generated by 

MOEA\D. For any component in the weight vector ),, ii

2

i

1 m
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, and N is obtained by the following formula: 
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1

1m



 m

HCN                                   
(1) 

 

It can be seen from the formula that as the target dimension increases, the number of N will 

continue to increase. Table I shows the change of N under different (H, m) situations. 

 

Table I. Changes of N under different (H, m) 

 

m H 

6 12 18 24 30 

4 84 455 1330 2925 5456 

6 462 6188 33649 118755 324632 

8 1716 50388 480700 2629575 10295472 

10 5005 293930 4686825 38567100 211915132 

15 34453 8584622 419053867 8.60E+09 1.02E+11 

 

It can be seen from the table that as (H, m) increases, N increases exponentially. The 

MOEA\D algorithm to generate uniform weights is not suitable for high-dimensional 

multi-objective problems. The orthogonal level experiment is based on the comprehensive. In 

the experiment, some representative points are selected for the experiment, and these points 

have the characteristics of uniform dispersion and neatness and comparison. Therefore, the 

orthogonal experiment method is used to generate the initial population to obtain the uniform 

distribution of the initial points. In this paper, the mixed level orthogonal method [18] is used to 

generate uniform the weight λ, its algorithm flow is shown in Table II: 

 

Table II. Mixed horizontal orthogonal 

 

Input Population size: N; Number of targets: m; Orthogonal index: J1, J2; Mixed 

level orthogonal table division level Q1, Q2; Horizontal orthogonal table 

division level Q 

Output N uniformly distributed weight vectors 
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5     end 

6 end 
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7 for (k=2,k≤J,k++) 

8    1)1/()(j 1   QQk 1)1/()(j 1   QQk  

9 for (s=1,s≤j-1,s++) 

10    for (t=1,t≤Q-1,t++) 

11       Qataa jstQsj mod)()1)(1(  Qataa jstQsj mod)()1)(1(   

12       end 

13 end 

14 end 

15 ]:1[]:1[,1,, NjMiaa jiji  ]:1[]:1[,1,, NjMiaa jiji   
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11

1
1

)()( ,1 NMji
N

M aQL 
 22
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17 for (k=0,k<M1,k++) 

18  for (i=0,k<M2,i++) 

19   c(k-1)M2+i=[ak,bi] 

20 Output mixed horizontal orthogonal matrix )(* 21
),( NNMjic   

21 Uniformly sample the mixed level orthogonal table to obtain N uniformly 

distributed weight vectors 

 

In Algorithm 1, an equal-level orthogonal table is first constructed: 
11
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 is obtained through iteration, and finally N 

uniformly distributed weight vectors λ are obtained. In this paper, the values of J1 and J2 are 1 

and 2 respectively. 

 

2.2 Target Decomposition 

 

The MOEA\D algorithm decomposes the Mops problem into a series of sub-problems. The 

optimal solution of each sub-problem corresponds to a Pareto optimal solution of the original 

Mops problem. The commonly used decomposition methods are: 1. Weighted sum method, 

which is simple to solve. However, it is difficult to find the optimal solution when the 

multi-objective problem is non-convex; 2. The boundary intersection method, although it can 

find a uniform Pareto solution set, it needs to deal with the equality constraints and the penalty 

coefficient θ value needs to be set in advance; 3. Chebyshev method, although this method can 

solve the non-convex problem, but under the uniformly distributed weight vector, the optimal 
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solution of the sub-problem under the Tchebycheff decomposition scheme is not very uniform. 

This paper uses an improved Tchebycheff decomposition method, the formula is as follows: 

 






































xtosubject

zxf

zxf
xg

j

jj

nj

j

jj

nj

te






*

1

*

1

*

)(

)(
)z,|(min

max

max
                            

(2) 

 

For a straight line 

m

mm zxfzxfzxf



*

2

*

22

1

*

11 )()()( 








, under ideal conditions, there is an 

intersection with PF, which is the Pareto optimal solution. The improved Tchebycheff 

decomposition method can not only solve the non-convex problem, but also obtain a uniformly 

distributed solution. 

 

2.3 Generation of Offspring 

 

The generation strategy of the offspring has an important influence on the search of the 

algorithm. When the evolutionary algorithm solves the optimization problem of 

high-dimensional multi-peak complex function, there are problems such as easy to fall into the 

local optimum, premature convergence, and slow convergence speed in the later stage, which 

leads to it is difficult to solve the problem in practical engineering applications with high scale, 

high nonlinearity, and high real-time requirements. Therefore, a MOEA/D-ADE-levy algorithm 

is proposed. First, all individuals in the population are divided into excellent individuals, 

intermediate individuals and poor individuals. The excellent individuals and the poor 

individuals are from the top and bottom 100p% individuals in the current size NP population 

respectively. This article has been verified by experiments, when the ratio of the three 

individuals is 1/4, 1/2, 1/4, the algorithm has the best performance. Different selection 

operators are performed on the three kinds of individuals. The excellent genes in the individual 

should be retained as much as possible for the outstanding individuals, and the ability of local 

search should be strengthened. The population adaptive evolution strategy is adopted for the 

intermediate individuals. The evolution times, combined with neighbor node information, 

adaptively adjust the evolution strategy, and improve the individual's global search ability and 

exploration ability for poor individuals, and accelerate the convergence to the optimal solution. 

Secondly, it is proposed to use the era distance (GD) to judge whether the population falls into 

the local optimum. Add levy random perturbation to the solution falling into the local optimum, 
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increase the global search ability of the algorithm, and avoid the population falling into the 

local optimum; finally, the optimal Pareto solution set is selected by improving Chebyshev’s 

fitness sorting. The detailed process is as Table III Shown: 

 

 

 

Table III. MOEA\D-ADE-levy algorithm 

 

MOEA\D-ADE-levy 

Input:  Multi-objective optimization problem; algorithm termination condition; population 

size N; initial weight vector: the number of weight vectors T in each neighborhood of 

λ; 

Output:  Optimal solution 

1 Calculate the Euclidean distance between any two weights, and find T weight vectors 

that are close to each weight vector, B(i)={i1,...iT},i=1,2,...n,λi1,...λiT are T similar 

weight vectors of λi 

2 Randomly generate initial population in feasible space{x1,x2,...xn} 

3 Initialize z={z1,z2,...zm},zi=min{fi(x1),fi(x2),...fi(xN)} 

4 Set EP to empty 

5 for i=1,...N,do 

6   Divide the population into excellent individuals xbest, Intermediate individual xmiddle 

and poor individuals xworst 

7   if  x ∈ xbest 

8 

   

)( ,2,,11, trtbesttrti xxFxV   

9   if  x ∈ xmiddle 

10 )()( ,3,2,,,11, trtrtlworsttlbesttrti xxFxxFxV   

11   else 

12      )( ,3,2,11, trtrtrti xxFxV   

13 Mutation: Ui,t+1 are generated by applying repair and improvement based on test 

problems to Vi,t+1 

14 for each j=1,2,...m,if zi<fj(Ui,t+1) end for 

15 Update neighborhood solution 

16    Calculate the generation distance between two adjacent populations 

17     if GD<0.01 

18        Random perturbation using levy, )()()(' LevyltVtV ii   

19 if zi<fj( )(' tVi ) end for 

20      Update neighborhood solution 
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21 Update EP, remove all vectors dominated by F(y) from EP, if all vectors in EP are not 

dominated by F(y), then add F(y) to EP 

22 Meet the termination condition: stop and output EP, otherwise go to 5 

 

Through the above-mentioned progeny generation method, the mutation mode of the 

individual in each generation of the population during the evolution process is adjusted in a 

targeted manner, which is more suitable for the individual's own evolutionary needs, and avoids 

the defects of large calculation amount and slow convergence speed caused by blind search. 

Therefore, the overall convergence speed of the population is accelerated, and the balance 

between population convergence and diversity is achieved. 

 

For excellent individuals, because they retain their excellent genes and strengthen their 

local search capabilities, the following formula is used to generate offspring individuals: 
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Where,
trtr xx ,2,1 ,  is the randomly selected child base vector, 

tbestx ,

is the optimal individual in 

the t-th generation population, F is the scaling factor, CR is the crossover probability, and the 

scaling factor F determines the degree of perturbation of the difference vector to the base vector 

in the mutation operation. When the value of F is small, the degree of population difference 

decreases, so that the population can quickly search for the optimal value in its local range. The 

crossover probability factor CR controls the proportion of the variant individuals in the test 

individuals generated by the crossover operation, that is, the test individuals Which components 

are contributed by the mutation vector and which components are contributed by the target 

vector. When the CR is large, the proportion of the mutated individuals in the test individuals is 

larger, which is conducive to local search and accelerate the convergence speed. Therefore, this 

article sets F for excellent individuals Is 0.9, and CR is set to 0.1. 

 

For the intermediate individual, it means that the fitness value of individual i is at the 

average level of the population. At this time, the values of F and CR should be adjusted 

adaptively according to the evolutionary algebra, and the evolution strategy should be adjusted 

according to the neighbor node information. The formula for generating offspring is: 
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Where, trtrtr xxx ,3,2,1 ,,  is the randomly selected child generation basis vector, tlworsttlbest xx
,, ,  are 

the best and worst individual in the neighborhood, and the target vector is derived from the best 

and worst individuals among the adjacent M individuals in each generation. Ensuring that the 

algorithm avoids the worst individuals and guiding the search process in promising areas in the 

search space improves its local development capabilities. In addition, by using local extrema 

instead of global extremum, it is ensured that the algorithm avoids the premature convergence 

of local optimal, because it can prevent all individuals from being affected by the same 

extremum and increase global interference. In the early stages of the evolutionary process, the 

number of suitable new individuals (that is, those individuals who are more adaptable than the 

current individuals) is large. During this period, F should be large to ensure better retention of 

chromosomes. This will enhance the global search capabilities. In the later stage of the 

evolution process, F should be reduced to increase the convergence speed. Therefore, F should 

be set as follows: 
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]9.0,1.0[F                               (5) 

 

When CR is large, although this helps to improve the convergence speed, it may reduce the 

stability of the algorithm. On the other hand, a small CR value may reduce the ability to 

explore and open new search spaces. In the early stage of the evolution process, the CR setting 

is smaller to ensure the diversity of the population, and the later CR is larger to speed up the 

convergence speed: 

 

minminmax

1.0
1

)()1( CRCRCReCR
GG

G

m

m





                    (6) 

 

For poor individuals, their global search capabilities should be enhanced to ensure 

population diversity. The following formula is used to generate offspring individuals: 
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



 











othersx

CRjrandV
U

xxFxV

ti

ti

ti

trtrtrti

,

)(,

)(

,

1,

1,

,3,2,11,

                         (7) 

 

Where, trtrtr xxx ,3,2,1 ,,  is the randomly selected basis vector of the offspring. When the value 

of F is larger, the random perturbation added to the basis point vector is larger, and the 

population diversity declines slowly, which ensures the population diversity. When the CR is 

small, the experiment. The proportion of mutant individuals among individuals is small, while 

the proportion of parent target individuals is larger, which is conducive to maintaining the 

diversity of the population and global search. Therefore, this paper sets the F of the poor 

individuals to 0.9 and the CR to 0.1. 

 

Considering that the mutated individual will fall into the local optimum, some scholars 

determine whether the current population falls into the local optimum by defining the 

generation distance between two adjacent generations in the population [19], and then decide 

whether to perform certain operations to avoid Local optimal problem. The distance between 

two adjacent generations reflects the current search ability of the algorithm to a certain extent. 

The smaller the distance, the weaker the search ability of the algorithm. The calculation method 

of the generation distance is: 

 





NP

i
ii txtxS

NP
tGD

1

2))1()(((
1

)(                   
(8) 

 

This paper experimentally verifies that when the generation distance is less than 0.01, the 

population falls into the local optimum, and the levy random perturbation is used to jump out of 

the current local optimum solution. Levi flight is a random movement process that obeys the 

levy distribution. Continuous large jump behavior, and the jump length has the characteristics 

of long tail distribution [20]. By introducing Levy flight, the global search capability can be 

greatly increased, which is conducive to escape from the local optimum. When the population 

falls into the local optimum, Levy random perturbation is added to the current solution: 

 

)()()(' Levyltxtx ii                                  (9) 
))()((01.0 txtxl bi                                 (10) 

 

In the formula, Xi(t)represents the i-th solution of the t-th generation;  represents the dot 

product; l represents the weight of the control step, and xb is the current optimal solution; 

Levy flight Levy(λ) satisfies: 
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vu NvNu 








1
)(

v

Levy 
                            (11) 

 

In the formula,ß =2/3, u,v obey normal distribution, 

 












/1

2/)1(

1

2*2/)1(

)2/sin()1(































v
                    (12) 

 

is the standard Gamma function. 

 

Take the search process of the intermediate individual as an example. As shown in the 

Figure2, in the early stage of the evolution process, the population finds the best point of xlbest 

along with the evolutionary algebra and falls into the local optimum. At this time, add random 

Levy perturbation to the current solution to get x'lbest, around x'lbest searches to find the best 

point xbest. 

 

tr
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(a)Fall into local optimum                   (b) Jump out of the local optimum 

Fig 2: Local search changes 

 

2.4 Algorithm Complexity Analysis 

 

The computational cost of the algorithm in this paper comes from the generation of 

offspring and individual selection in the adaptive differential evolution algorithm. The time 

complexity calculation includes population division and Chebyshev sorting. M is the target 
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dimension, N is the population size, and T is the neighborhood size. The time complexity of 

Chebyshev sorting is O(MNT), and the complexity of population division is O(N), so the time 

complexity of the MOEA/D-ADE-levy algorithm is O(N)+O(MNT); The algorithm is 

compared with NSGA2, NSGA3, RVEA, MOEA\D, MOEA\D-DE algorithm in time 

complexity, NSGA2 and NSGA3 algorithms both use non-dominated sorting, and the time 

complexity is O(MN2) [21]; RVEA algorithm uses elite Retention strategy, the time complexity 

is O(MN2) [22]; the time complexity of MOEA\D and MOEA\D-DE algorithms is mainly 

generated by Chebyshev sorting to O(MNT), because the neighborhood size T is much smaller 

than N Therefore, the time complexity of the MOEA/D-ADE-levy algorithm is lower than that 

of the SGA2, NSGA3, and RVEA algorithms, and its time complexity is slightly higher than 

that of the MOEA\D and MOEA\D-DE algorithms. 

 

III. EXPERIMENT AND RESULT ANALYSIS 

 

In order to test the performance of the MOEA\D-ADE-Levy algorithm, this experiment 

uses the NSGA2, NSGA3, RVEA, MOEA\D, MOEA\D-DE algorithm and the 

MOEA/D-ADE-levy algorithm to analyze the convergence and diversity of the algorithm. The 

experimental data set uses DTLZ [1-7], and the evaluation method selects GD (Generational 

Distance) and IGD (Inverted Generational Distance). Regarding convergence and 

comprehensiveness as evaluation criteria, GD tests the ability of the population to converge in 

the optimization process, which means the average minimum distance from each point in the 

solution set to the point in the reference set. The smaller the GD value, the better the 

convergence. IGD represents the average value of the distance from each reference point to the 

nearest solution. The smaller the IGD value, the better the overall performance of the algorithm 

and the better the overall effect. 

 

3.1 Test Function 

 

DTLZ [1-7] is one of the most extensive test sets used to evaluate the performance of 

high-dimensional MOEAs. The number of targets can be set arbitrarily, and it has the 

characteristics of linearity, convexo-concave surface, multimodality, degeneracy, and 

continuous discontinuity [21], so the experiment uses DTLZ [1-7] for algorithm comparison 

and performance analysis. In the test set, in a given M target test, the decision variable of each 

objective function is n=m+r-1. When the test problem is divided into 4, 5, 8, 10, 15 goals, that 

is: m∈{4,5,8,10,15}, for DTLZ1 set r=5, DTLZ [2-6] set r=10, DTLZ7 set r=20. In order to 

ensure the fairness of the algorithm, the experimental parameters are set according to the 

reference [21]. 
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3.2 Comparative Analysis of Results 

 

Table IV. GD evaluation form 

Test 

quest

ion 

Target 

dimen

sion 

NSGA2 NSGA3 RVEA 
MOEA\

D 

MOEA\

D-DE 

MOEA/D-AD

E-levy 

DTL

Z1 
4 

0.88079

1099 

0.00562

7682 

0.00511

8471 

0.00375

374 

0.000798

497 
0.000784916 

 5 
0.04226

3989 

0.00166

1903 

0.00164

7863 

0.00647

831 

0.002692

31 
0.000271249 

 8 
0.88079

1099 

0.00562

7682 

0.00511

8471 

0.00835

897 

0.007731

83 
0.000723429 

 10 
30.8028

1228 

0.01187

8339 

0.00355

7074 

0.00846

415 

0.005494

87 
0.00296237 

 15 
28.8720

7102 

0.03126

8752 

0.26098

1498 

0.22949

4 

0.010271

7 
0.0108203 

DTL

Z2 
4 

0.23322

0975 

0.02304

9265 

0.02361

9772 

0.02460

87 

0.002461

2 
0.00246304 

 5 
0.01013

5712 

0.00542

2931 

0.00541

8818 

0.05695

06 

0.009045

29 
0.00903914 

 8 
0.23322

0975 

0.02304

9265 

0.02361

9772 

0.06170

1 

0.023430

1 
0.0234029 

 10 
0.23913

9969 

0.01287

8983 

0.00463

6618 

0.07354

78 

0.002384

18 
0.00253116 

 15 
0.24872

3212 

0.02831

3177 

0.04854

3871 

0.06507

95 

0.022475

2 
0.0191037 

DTL

Z3 
4 

3.02766

0735 

0.55693

9368 

0.26190

4907 
0.67323 0.352584 0.00926014 

 5 
9.38132

7835 

2.81033

4421 

0.22547

8763 

0.07131

53 

0.008059

99 
0.126831 

 8 
188.852

0129 

0.55693

9368 

0.26190

4907 

0.03434

16 

0.002399

97 
0.00207519 

 10 
198.088

9519 

9.56172

9661 

0.13615

8031 

0.08957

57 

0.002535

73 
0.00223024 

 15 
203.583

5176 

28.1119

7657 

9.44908

9907 

0.03794

88 
0.411894 0.0010824 

DTL

Z4 
4 

0.23154

4268 

0.01468

9941 

0.02148

4742 

0.00412

767 

0.001874

33 
0.00189128 
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 5 
0.01054

476 

0.00537

5725 

0.00467

9606 

0.00826

735 

0.007082

1 
0.0081014 

 8 
0.23154

4268 

0.01468

9941 

0.02148

4742 

0.01219

49 

0.004677

12 
0.0127402 

 10 
0.23736

0235 

0.01006

5021 

0.00759

0212 

0.01695

5 

0.006690

59 
0.00656152 

 15 
0.25028

581 

0.02300

9281 
0.0304 

0.01193

3 

0.011245

9 
0.00652705 

DTL

Z5 
4 

0.22118

8895 

0.14562

674 

0.00022

7974 

0.01893

2 

0.017789

9 
0.0180423 

 5 
0.16858

7249 

0.10106

3921 

0.22637

9077 

0.02044

37 

0.009626

39 
0.00297183 

 8 
0.22118

8895 

0.14562

674 

0.00227

974 

6.08306

E-06 

0.004358

03 
0.005514 

 10 
0.25917

8506 

0.12764

7704 

0.00001

48 

3.91304

E-06 

0.025946

4 
2.37794E-06 

 15 
0.27255

9643 

0.05825

3346 

0.00001

32 

8.66289

E-05 

2.63228E

-06 
1.48863E-06 

DTL

Z6 
4 

0.99999

1084 

0.34785

6089 

0.43104

8855 

0.01433

43 
0.065947 0.036042434 

 5 
0.75511

9118 

0.23559

7591 

0.37771

5071 

0.02739

99 

0.025197

4 
0.029912467 

 8 
0.99999

1084 

0.34785

6089 

0.43104

8855 

3.77134

E-06 

3.61259E

-06 
0.0361259 

 10 
1.02085

7058 

0.65901

8121 

0.59240

2932 

2.02379

E-06 

0.017332

7 
0.0173327 

 15 
1.03888

9843 

0.96063

5282 

0.00654

4967 

3.15894

E-06 

0.017139

4 
0.0171394 

DTL

Z7 
4 

1.05847

7795 

0.09905

5032 

0.09758

2392 

0.00925

863 

0.006343

05 
0.020537415 

 5 
0.04609

0274 

0.01265

3218 

0.04052

1064 

0.03613

39 

0.036970

5 
0.024302967 

 8 
1.05847

7795 

0.09905

5032 

0.09758

2392 

0.06983

09 

0.093321

2 
0.020537415 

 10 
2.01271

7164 

0.10822

6792 

0.07303

261 

0.10331

2 

0.020319

4 
0.00000226 

 15 2.0127 0.1082 0.073 
0.03158

94 

0.017139

4 
0.00366 
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In the Table IV, for each specific data value, in all algorithms, if it is the best, it is expressed 

in bold font, while the sub-optimal data value is underlined. Subsequent related tables are also 

expressed in the same way. When the test function is DTLZ1, MOEA/D-ADE-levy has the 

smallest GD value, indicating that its convergence is the best; on the test function DTLZ2, the 

GD value is second only to the optimal value in the 4th and 10th dimensions. The dimensions 

are optimal; in the test function DTLZ3, the performance is slightly worse when the dimension 

is 5, and the smallest GD value is obtained in the other dimensions; in the test functions 

DTLZ4 and DTLZ5, the algorithm is on 4, 8 dimensions The GD value of is second only to the 

optimal value, and is optimal in other dimensions; when the test function is DTLZ6, this 

algorithm only obtains the sub-optimal GD value when the dimension is 15 dimensions, and the 

performance is slightly worse; in the test function DTLZ7. This algorithm obtains the 

sub-optimal GD value in 4 dimensions, and is optimal in other dimensions. Among the 35 data 

comparisons, the algorithm has 22 values that are optimal, and 5 values are sub-optimal. 

 

Table V. IGD Evaluation Form 

Test 

quest

ion 

Target 

dimen

sion 

NSGA2 NSGA3 RVEA 
MOEA\

D 

MOEA\

D-DE 

MOEA/D-AD

E-levy 

DTL

Z1 
4 

3.63702

1108 

0.13444

1418 

0.15174

5589 

0.06125

37 

0.048195

6 
0.0477106 

 5 
0.31459

0684 

0.06892

5063 

0.06849

5392 

0.09001

73 

0.087235

5 
0.0651727 

 8 
3.63702

1108 

0.13444

1418 

0.15174

5589 

0.11268

9 
0.108406 0.106926 

 10 
24.5765

5326 

0.18286

6721 

0.16243

9407 

0.14943

9 
0.14291 0.124849 

 15 
15.6358

6278 

0.18140

408 

0.61699

7079 

0.67645

8 
0.293654 0.151368 

DTL

Z2 
4 

2.28070

9732 

0.38676

2361 

0.38724

5692 

0.13501

6 
0.140305 0.135016 

 5 
0.24226

3661 

0.21222

2853 

0.21226

4285 

0.43227

4 
0.279115 0.219918 

 8 
2.28070

9732 

0.38676

2361 

0.38724

5692 

0.27385

1 
0.387008 0.273851 

 10 
2.25964

1624 

0.67945

196 

0.52764

4928 
0.43509 0.503364 0.43509 

 15 2.57174 0.86050 1.00321 0.55884 0.702309 0.558843 
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8902 1141 2843 3 

DTL

Z3 
4 

1.09619

6863 

3.86585

602 

2.22889

6265 

0.07516

89 
2.21226 0.0751689 

 5 
2.17806

3671 

2.64198

2192 

2.09832

0878 

0.11524

9 
0.280874 0.115249 

 8 
1431.62

1687 

3.86585

602 

2.22889

6265 
0.12683 1.19117 0.12683 

 10 
1098.50

9288 

24.3280

8396 

1.31016

136 

0.21843

4 
1.21662 0.218434 

 15 
1347.73

0334 

39.8388

583 

41.2278

4306 

0.26920

3 
3.21541 0.269203 

DTL

Z4 
4 

2.27916

0051 

0.57481

9437 

0.47989

729 

0.21832

4 
0.456473 0.218324 

 5 
0.24276

628 

0.21224

9087 

0.42721

3412 

0.40571

6 
0.595863 0.380548 

 8 
2.27916

0051 

0.57481

9437 

0.47989

729 

0.53903

2 
1.21394 0.488796 

 10 
2.36099

0549 

0.70954

4748 

0.55468

9273 

0.84054

2 
0.696964 0.615418 

 15 
2.63440

3075 

0.82109

9629 

0.70594

0259 
1.22344 0.938321 0.885029 

DTL

Z5 
4 

0.32768

3593 

0.19189

3099 

0.66955

9181 

0.16616

6 

0.036172

1 
0.0352063 

 5 
0.07824

2185 

0.12491

022 

0.11942

3795 

0.37927

4 

0.035536

2 
0.025113952 

 8 
0.32768

3593 

0.19189

3099 

0.66955

9181 

0.23367

1 

0.057931

5 
0.0453433 

 10 
0.62582

9336 

0.13937

0956 

0.30247

5746 

0.82306

2 

0.073730

6 
0.0733751 

 15 
0.83264

5941 

0.17074

2272 

0.45122

7095 
0.3215 0.218515 0.073697104 

DTL

Z6 
4 

7.99524

1156 

0.83063

1912 

0.26738

5126 

0.05718

4446 
0.036184 0.0360265 

 5 
3.28667

8282 

0.16447

3955 

0.18572

5582 

0.02931

8693 

0.034573

4 
0.029318693 

 8 
7.99524

1156 

0.83063

1912 

0.26738

5126 

0.05718

4446 

0.045622

8 
0.045492 

 10 7.71101 2.91807 0.39916 0.07954 0.079229 0.073723384 
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6756 0177 169 1 5 

 15 
7.30545

7741 

3.74868

2153 

0.58563

3412 

0.22727

139 
0.777328 0.21854 

DTL

Z7 
4 

1.59877

9534 

1.28691

2785 

1.23705

93 

1.71719

8674 
0.380172 0.519064 

 5 
0.43292

8337 

0.36239

0055 

0.48789

4845 

0.59517

3298 
2.12323 0.595173298 

 8 
1.59877

9534 

1.28691

2785 

1.23705

93 

1.71719

8674 
2.08856 1.79373 

 10 
2.97087

027 

1.52452

207 

1.82844

0398 

2.05021

5314 
1.98769 1.9425 

 15 2.9709 1.5245 1.8284 2.0502 2.0642 2.0502 

 

In the Table V, when the test functions are DTLZ1, DTLZ5 and DTLZ6, 

MOEA/D-ADE-levy has the smallest IGD value in each dimension, indicating that its diversity 

is the best; when the test functions are DTLZ2 and DTLZ3, the algorithms are respectively 

Obtain sub-optimal values in 5 and 10 dimensions, and have the smallest IGD values in other 

dimensions; when the test function is DTLZ4, obtain sub-optimal IGD values in 5, 10, and 15 

dimensions, and obtain the optimal value in 8 dimensions; When the test function is DTLZ7, 

the algorithm only performs best in 4 dimensions, and its performance is slightly worse. In the 

comparison of 35 data items, the algorithm has 25 items as the best value and 6 items as the 

second best value. 

 

In order to compare the performance of each algorithm more intuitively, compare the 

NSGA2, NSGA3, and RVEA algorithms with R2-MOEA\D in 4, 5, 8, 10, 15 dimensions, and 

the test function is DTLZ [1-7]. The GD value comparison is shown in the Figure3: 

 

           

(a)                                    (b) 
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                (c)                                   (d) 

 

           

(e)                                      (f) 

 

(g) 

Fig 3: GD change diagram 

 

It can be seen from the figure that the GD value of MOEA/D-ADE-levy algorithm grows 

slowly on DTLZ1, 2, 3, 4, 5, 6, 7, and all of them can get smaller GD values. Among them, the 

others The GD value of the algorithm increases and fluctuates greatly in different test functions. 

The NSGA2 algorithm has the fastest increase in the GD value in DTLZ [1-7], and its 

performance is poor. NSGA3 and RVEA algorithms are in the test function DTLZ [5, 6]. The 

upper GD value changes quickly, and the performance is poor; when the test function is DTLZ7, 

the performance of the MOEAD-DE algorithm is slightly worse than that of the 

MOEA/D-ADE-levy algorithm. The GD value of the MOEA\D algorithm is higher than this 

algorithm. This algorithm is testing the function DTLZ [1-7], its GD value changes slowly with 
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the change of dimensions, and its GD value is lower than the other five algorithms on the same 

test function in the same dimension, that is, the convergence performance of the 

MOEA/D-ADE-levy algorithm is excellent for the other five algorithms. 

 

           

(a)                                    (b) 

           

(c)                                    (d) 

            

(e)                                  (f) 
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(g) 

Fig 4: IGD change diagram 

 

It can be seen from the Figure 4 that the IGD value of the MOEA/D-ADE-levy algorithm 

increases slowly on DTLZ [1-6], while the GD value of other algorithms increases and 

fluctuates greatly in different test functions. NSGA2 algorithm in DTLZ [1-7], its IGD value 

increases the fastest, the performance is poor, N other several algorithms in the test function 

DTLZ [4-7], its IGD value fluctuates greatly, the performance is poor, The performance of this 

algorithm is slightly worse when the test function is DTLZ7. The IGD value of this algorithm 

on the test function DTLZ [1-6] changes slowly with the change of the dimension, and its IGD 

value is lower than the other five algorithms on the same test function in the same dimension, 

that is, MOEA/D-ADE- The convergence performance of levy algorithm is better than the other 

five algorithms. 

 

IV. CONCLUSION 

 

Aiming at the problem that the traditional MOEA\D algorithm has convergence and 

diversity imbalance, and is easy to fall into the local optimum in the later stage of the algorithm, 

this paper proposes a MOEA/D-ADE-levy algorithm, which first passes through the orthogonal 

horizontal mixing matrix And improved Chebyshev’s weight vector and initial population with 

uniform and distribution. For convergence and diversity imbalance, an adaptive selection DE 

evolution operator is proposed to divide the population into excellent individuals, intermediate 

individuals and poor individuals. The three individuals select different DE evolution operators, 

and finally add levy random perturbation to the population falling into the local optimum to 

increase its global search ability and make the current population jump out of the local 

optimum. Through this algorithm, we can get: 

 

1. Compare the convergence and diversity of the MOEA/D-ADE-levy algorithm with the 

NSGA2, NSGA3, RVEA, MOEA\D, MOEA\D-DE algorithm on the test function DTLZ [1-7], 

MOEA/ Compared with other algorithms in the same dimension, D-ADE-levy algorithm has 
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smaller GD and IGD values, which shows that the convergence and diversity of this algorithm 

are better than other algorithms. 

 

2. The MOEA/D-ADE-levy algorithm divides the population into different individual 

adaptive selection operators, which improves the balance of algorithm convergence and 

diversity. The addition of levy disturbance in the later stage of the algorithm can make the 

algorithm jump out of the local optimum. 
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