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Abstract: 

Based on hyperspectral technology, a BP neural network classification model based on 

sparrow algorithm was proposed to solve the shortage of fast classification technology of 

milk. The experimental samples were five kinds of milk with different nutrient contents, and 

the wavelength data within 400-1000nm were collected. The competitive adaptive weighted 

sampling algorithm and continuous projection algorithm were used to extract the 

characteristic wavelength from the pre-processed spectral data, and the sparrow algorithm was 

used to optimize the BP neural network to find the optimal weight threshold training model. 

The classification results were compared with the support vector machine model and BP 

neural network model. The results showed that the training set accuracy of CARS-SSA-BP 

model was 100%, and the test set accuracy was 98.14%. The classification effect of 

CARS-SSA-BP model was better than that of SVM model and BP neural network model. 

Sparrow algorithm can effectively optimize the weight and threshold value of BP neural 

network, and it is feasible for the identification of milk varieties. 

Keywords: Hyperspectral imaging, Competitive adaptive weighted sampling algorithm, 

Sparrow search algorithm, Milk classification method, Back propagation neural network. 

 

I. INTRODUCTION 

 

The high-spectral image combines image information and spectral information, which can 

display the internal spectral data according to the external feature. It is very small to detect milk 

using high spectroscopy techniques [1]. At present, only Golden Huan and others have 

proposed to use near infrared spectroscopy and main component analysis. [2]; Zhang Lifu is 

based on FISS imaging 12 Milk mixed, accurate rate up to 95.5% [3]; Muhaio et al. Based on 

Fourier infrared spectroscopy, the soft independent mode classification method for milk is 

classified, except for low fatty milk, the ex-tent of 80% [4]. Foreign scholars ShimaBehkami 
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classified milk by establishing feed-forward multi-layer perception [5], Asmakhan identified 

three kinds of milk powder according to different granularities [6]. Due to the use of high 

spectroscopy, it is less research to classify milk, and the accuracy of the identification method 

of the milk species currently needs to be improved. The sparrow algorithm has a small 

parameter, high stability and can effectively solve the characteristics of the BP neural network 

easily causing the local extract. Therefore, this paper proposes that the sparrow algorithm 

optimizes the BP neural network to classify five kinds of milk, and the classification accuracy 

is up to 98.14%. 

 

II. MATERIALS AND METHODS  

 

2.1 Experimental sample 

 

Experimental milk is milk from the five fat content purchased on the market. Each of the 

milk is stored in normal temperature, and the refrigeration is stored for one week and purchases 

three types of storage on the same day for sample production. Including Deluxe Milk (Fat 

content 4.4g / 100ml), Ely thick milk (fat content 4.6g / 100ml), Mengniu high calcium (fat 

content is 3.7g / 100ml), Ely skimmed milk (fat content is 0g / 100ml), QQ star ( 3.5g / 100ml). 

When the sample was configured, a part was poured into a beaker using a glass rod to stir after 

one minute, placed in a culture dish having a high diameter of 90 mm height of 8 mm. Each 

type of milk selected 50 samples, with randomly selected training sets and test sets accounted 

for 35 and 15 respectively. 

 

2.2 Method 

 

2.2.1 High spectrum data collection 

The collection of milk image data in this experiment adopts high spectroscopy techniques. 

High spectroscopy techniques are not only obtained from objects from objects, but also obtain 

influence information on a spectral band of a certain image simultaneously. When the image 

acquisition, the external or less interference factors, such as the difference in the sensor in the 

sensor, which causes the spectral image due to noise when the spectral image is processed. 

Satisfactory. Therefore, in order to solve this problem, it is necessary to calibrate the 

high-spectral image before collecting, the parameter condition of the calibration is fixed setting, 

the exposure time is selected, the number of pixels is 6 times, the resolution is 4.8 nm, 30cm 

distance collection halogen lamp Image A of a uniformly illuminated whiteboard; then cover 

the upper lens cover, capture the dark current image B; then according to the formula (1), the 

high-spectral image data is calibrated, and the acquired absolute image I is converted into a 

relative image C [7]. 
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 (1) 

The original spectrum acquired is shown in Fig 1. 

 

 
 

Fig 1: Raw spectrum of the five kinds of milk 

 

2.2.2 SSA-BP Neural network model 

Since the BP neural network is due to the slow convergence speed and randomly select the 
characteristic of the initial weight, it has a certain limitation that is not easy to obtain the optimal 
value, so the sparrow algorithm is introduced to the BP neural network [Error! Reference 
source not found.]. Design ideas are shown in Fig 2. 

 

 
 

Fig 2: Classification model flow chart 

 

Sparrow search algorithm(SSA) is an intelligent optimization algorithm based on predation 

behavior of discovers and followers in sparrow populations. The sparrow population contains 

three behaviors: prey, followed, investigates, and sparrows represent their properties[9]. The 

founder enjoys the best predation location and a larger food exploration range, and each iterates 

the location update is as follows: 

𝑋𝑖,𝑗
𝑡+1 = {

𝑋𝑖,𝑗
𝑡 ∙ 𝑒𝑥𝑝 (

−𝑖

𝛼∙𝑖𝑡𝑒𝑟𝑚𝑎𝑥
) , 𝑅2 < 𝑆𝑇

𝑋𝑖,𝑗
𝑡 + 𝑄 ∙ 𝐿

                   (2) 

Establish BP neural 
network according 

to the input

The sparrow algorithm calculates 
the optimal fitness value,The 

optimal weight threshold of the 
neural network is obtained.

Training BP neural 
network model

Enter test data 
into the model for 

classification
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Formula 2 shows the position of the i-th sparrow in the J dimension when the iterations.   

is the maximum number of iterations, R2 is the security value, and ST is alert value. α and Q 

are (0, 1] random number and random number of obey normal distribution. When the security 

value is less than the alert value, the sparrow population is in a safe location, and there is no 

detection to the predator, and the dis-covers search for food. When safe When the value is 

greater than or equal to the warning value, it means that the sparrow population detects the 

predator and quickly escapes to the safe area. Follower position update is as follows: 

   𝑋𝑖,𝑗
𝑡+1 = {

𝑄 ∙ 𝑒𝑥𝑝 (
𝑥𝑤𝑜𝑟𝑠𝑡
𝑡 −𝑥𝑖,𝑗

𝑡

𝑖2
) , 𝑖 > 𝑛/2

𝑋𝑝
𝑡+1 + |𝑥𝑖,𝑗

𝑡 − 𝑋𝑝
𝑡+1| ∙ 𝐴+ ∙ 𝐿

                 (3) 

The XWorst and XP are the worst positions in the overall location and the best position of the 

current discovery. A is a matrix of 1 * D, When item i is only in the second half, the adaptation 

is low, so the obtained food is less, requiring non-belt other areas. During the foraging process, 

the sparrow will observe if the for-aging area has predator, if the danger is updated, the formula 

is as follows:            

𝑋𝑖,𝑗
𝑡+1 = {

𝑋𝑖,𝑗
𝑡 + 𝐾 ∙ (

|𝑥𝑖,𝑗
𝑡 −𝑥𝑤𝑜𝑟𝑠𝑡

𝑡 |

𝑓𝑖−𝑓𝑤+𝜀
) , 𝑓𝑖 = 𝑓𝑔

𝑋𝑏𝑒𝑠𝑡
𝑡 + 𝛽 ∙ |𝑥𝑖,𝑗

𝑡 − 𝑋𝑏𝑒𝑠𝑡
𝑡 |, 𝑓𝑖 > 𝑓𝑔

                (4) 

In the formula (4), the Xbest represents the optimal position in the global , indicates the best 

adaptivity value of the sparrow at the global optimal location,  is the adaptivity value of 

sparrow at the worst position, K is a random value in the interval [-1,1].It can be seen that 

when  , when the sparrow is in the edge of the group, it will be easily discovered by predator. 

When the sparrow is in a good location at this time, and the small range moves close to other 

sparrows to reduce danger. 

 

The algorithm step can be summarized as follows: 

 

1. Set the sparrow population parameters: sparrow, maximum iteration number , discovery 

and followers; 

2. Build a BP neural network, initialize the weight threshold of the network; 

3. Adaptive function setting, Where TrainER is the error rate of the training set, TestER is 

the error rate of the test set. The adaptation function of the BP net-work is the target function. 

When the two error rates are very suitable, the network is best, and the network is also best; 

4. Update the sparrow position according to follow 2. - 4. 

5. Calculate the adaptivity value and perform global optimal value update;  

6. Get the network optimal weight threshold;  

7. calculate the error value of the BP neural network;  

8. Determine whether to meet iterative conditions, if the maximum number of iterations is 
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reached;  

9. The best sparrow brought into the network, sort the iterative result, select the best 

sparrow of the adaptivity value, bring its weight threshold into BP neural network training, 

otherwise return to step 4[10]. 

 

III. RESULT 

 

3.1 Data pretreatment 

 

Due to the difference in the environment, the spectrum will contain background noise and 

other physical factors interference, resulting in a high precision of the model, and take 

appropriate spectral pretreatment method to prepare milk data. Processing to achieve 

interference and better improvement of model accuracy. This experiment uses Multiple 

Scattering Correction(MSC) Pretreatment. The spectral image after the MSC treatment method 

is shown in Fig 3. 

 

 
 

Fig 3: Spectra of milk after MSC pretreatment 

 

3.2. Character selection 

 

3.2.1. Successive Projection Algorithm 

Since the original spectrum is 125 bands, the selection of milk data pre-processed after the 

multi-scattering correction algorithm is used in the Successive Projection Algorithm(SPA) 

algorithm[11], as shown in Fig 4, the experiment is selected according to the SPA algorithm 17 

feature wavelengths [12]. 
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Fig 4. SPA feature band selection 

3.2.2. Competitive Adaptive Reweighted Sampling 

Competitive adaptive reweighted sampling(CARS) is a feature extraction method based on 

Monte Carlo Sampling ARS and the least squares PLS[13]. Calculate the wavelength of the 

wavelength by the PLS algorithm, the wavelength of the weight value is reserved, and the 

wavelength of the weight value is set to 0 and sieved. Ac-cording to the attenuation index 

method (EDF), the number of wavelength variables is used to establish the number of modes. 

Reserved variables are adaptive to the  adaptive reweighted sampling(ARS) select variable 

subset and establish a PLS model. Introducing cross-validation, continuously optimizing 

RMSECV, selecting the minimum subset of RMSECV[14], that is, the characteristic 

wavelength combination of the model accuracy. As can be seen from Figure 5, when the 

number of iterations is 7 times, the RMSE value is the smallest, and the feature wavelength is 

23. 

 

Fig 5. Cars feature band selection 

The optimal number of iterations is 7
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3.3. Classification results 

 

This paper proposes to use the sparrow search algorithm to classify the milk variety for 

milk varieties, of which BP neural network parameters set: iterative parameters 200; the 

learning rate is 0.01; the training target error is 0.01; Sparrow algorithm parameter setting: 

population number 50; iterative number 20; discovery and access ratio is 7: 3, the detection risk 

of sparrow accounts for 0.2, and the warning value is set to 0.6. 

 

In order to visually see the classification effect of the BP neural network model after the 

SSA improvement, the experiment is compared with the BP neural network model and the 

SVM classification model[15]. 

 

The 13 and 21 feature bands selected for CARS and SPA input variables, establish a 

classification model, in order to obtain a more obvious study result, experimentally established 

three models for 125-dimensional full spectral data, and the classification results are shown in 

Fig 6. 

  

 

 

(a) (b) (c) 
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(d) (e) (f) 

 

 

 

 

 
(g) (e) (f) 

 

Fig 6. Classification effect diagram obtained by three classification models: (a) All band-SVM; 
(b) Spa band-SVM;(c) Cars band-SVM;(d) All band-BP; (e) Spa band-BP;(f) Cars band-BP;(g) 

All band-SSA-BP; (h) Spa band-SSA-BP;(i) Cars band-SSA-BP. 

The combination of three models and three different input variables shows the accuracy of 

the display of TABEL I. It can be seen that the full spectroscopy and feature spectrum on the 

test data classification. 

 

TABLE I. Classification model based on full spectroscopy and feature spectrum 

 

MODEL VARIABLE 

NUMBER 

ACCURACY OF TRAIN SET /% ACCURACY OF TEST SET /% 

Full+SVM 125 94.29 88.57 
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CARS+SVM 13 98.28 95.71 

SPA+SVM 21 96.00 94.29 

Full+BP 125 96.57 92.00 

CARS+BP 13 98.98 95.75 

SPA+BP 21 97.14 94.28 

full+SSA-BP 125 99.41 96.33 

CARS+SSA-BP 13 100.00 98.14 

SPA+SSA-BP 21 98.82 95.71 

 

It can be obtained that the following conclusions: When the variable number changes, the 

accuracy of the classification will also change, such as the full spectral model relative to the 

classification accuracy of the feature spectrometer 5,there is a lot of redundancy and physical 

interference information in the 125-dimensional data. After introducing the SPA algorithm and 

the CARS algorithm, the classification accuracy of the three classification models has been 

improved, compared, the CARS algorithm is less than the number of variables selected than the 

SPA algorithm and higher precision. CARS greatly reduces redundant information and reduces 

the input variables of the model, It has proven that the classification model introduced by the 

CARS algorithm has better classification capabilities and stability. The feature band only 

accounts for only 0.104% of the total band, and the total linear problem between the variables 

is solved, and the model is more simple and fast and stable. 

 

According to the results of the classification, it can be seen that the sparrow search 

algorithm proposed in this paper optimizes the classification of the BP Neural Network 

(SSA-BP) model. It is better than the classic SVM model and BP neural net-work model. As 

can be seen from Table 1, when the milk is all data as input, the accuracy of the SSA-BP model 

is 4.33% higher than that of the conventional BP neural net-work model, 7.76% higher than the 

SVM model.  When the feature band extracted by the CARS is used as input data, the 

accuracy of the SSA-BP model is 2.39% higher than that of the conventional BP neural 

network model, 2.43% higher than the SVM model. Further explanation of high precision and 

high stability of the SSA-BP algorithm this article, comparing other milk classification methods 

experiments easier. Therefore, it is effective to classify milk data using the SSA-BP algorithm. 

 

IV. CONCLUSION 

 

In order to find a method of quickly non-destructive milk variety classification, this paper 

constructs a model of the sparrow search algorithm to optimize the BP neural net-work, and 

select the optimal weight threshold to enhance the robustness and classification recognition 

ability of the BP neural network. The experimental conclusions are as follows: 
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•The CARS algorithm clearly enhances the correlation between the spectrum, eliminating a 

large amount of redundant information, and has a good effect on feature extraction of milk high 

spectroscopy data; 

 

•The two classification algorithms used by SVM, BP neural networks can be clearly seen 

that the SSA-BP neural network model has the best precision and minimum error. When the 

full-band data is input, its training set accuracy reaches 99.41, the test set accuracy is 96.33, 

which is more stable than the above two algorithms, indicating that it meets the classification 

requirements of milk. 

 

•A more common classification method, the classification accuracy of the SSA-BP neural 

network model is higher and time consuming, and it provides a new theoretical basis for the 

classification of milk varieties. 
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