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Abstract: 

The ensemble learning method is outstanding in the prediction accuracy of composite stock 

index and foreign exchange time-series. Still, it is slightly worse in the prediction accuracy of 

multivariate financial time-series when considering endogenous variables. This paper 

proposes a new method to identify similar data patterns and cluster them into groups by Fuzzy 

C-Means (FCM). The results of an example prove that the improved FCM clustering 

algorithm and the improved Elman network can be used to classify and forecast the stock data 

of Shanghai and Shenzhen A-stock markets. 

Keywords: Cluster analysis, Fuzzy C-Means, Elman Networks, Multivariate time-series 

prediction model. 

 

I. INTRODUCTION 

 

With the continuous development of artificial intelligence technology, multiple financial 

time series has become an important research field. The data and feature selection in the 

multivariate financial time series will directly determine the effect of the forecasting model. 

However, in the process of financial time series forecasting, there are many sample data and 

factors that affect the sample, including the stock market, relevant policies, and interest rates. 

At the same time, compared with the traditional time series method, the multivariate time series 

method is better in forecasting accuracy and forecasting effect. Therefore, it is extremely 
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important to analyze the current financial situation and use a variety of time series methods for 

research. 

 

Time-series is a set of random data collected and sorted according to time intervals. In the 

same time intervals, according to the sequence of activities, observe and analyze this group of 

data [1]. Literature [2] pointed out that the essence of time-series is to reflect the changing 

trend of some variables with time synchronization so that the key of time-series prediction is to 

dig out this change rule from a series of random data. The essence of time-series theory is to 

deal with time-series and to predict the changing trend of future time data according to the law 

obtained by analysis. In the literature [3], the characteristics of time-series are described more 

accurately: The data in time-series are arranged on the scale of time without being time-related; 

The data values in time-series have intense randomness, which cannot be deduced directly from 

historical data; The data in time-series have intrinsic relevance and may present some dynamic 

laws; There are periodic fluctuations in time-series. 

 

Many scholars have combed and studied the characteristics of financial time-series. 

Literature [4-5] took the financial time-series of Chinese and American stock markets as an 

example to study the correlation between American and Chinese stocks. The results showed 

that the correlation coefficient between stocks in American and Chinese financial markets is 

stable. Based on the government supervision system, Literature [6] analyzed the prudential and 

healthy development of finance in City T, and used the time series method to analyze that 

consumer finance has a positive effect on economic growth. Literature [7] used Copula's multi-

dimensional time series theory to analyze the risk management, option pricing, portfolio 

investment, credit risk, and financial market contagion in economic issues, and revealed the 

current problems. Literature [8] Based on the background of "Internet + Big Data", they used 

the improved BEMD algorithm to decompose the interval financial time series at multiple 

scales and used three interval-type single-term forecasting methods to separate the decomposed 

series. Forecast, and select the Shanghai Composite Index for analysis of examples, further 

verifying that the combined forecasting model is better than the single forecasting model. 

Literature [9] Faced with the strong nonlinear, non-stationary, and high-noise characteristics of 

financial time series, they explored and analyzed their internal correlations and complementary 

advantages, and fully compiled the research results applied to financial time series. And 

prospects, and provide a solid theoretical support for follow-up research. Literature [10] 

through in-depth analysis of the imbalanced relationship between financial development and 

income, collected macro data from 1973 to 2017, used multiple regression analysis to verify the 

relationship between each other, and pointed out that there is a U-shaped relationship It also 

analyzes and discusses in depth from three aspects: education level, foreign trade dependence, 

and trade union density. 
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The deep learning method can strengthen learning according to the input data 

characteristics, gradually ignore the non-influencing factors in the process of learning 

heterogeneous communication, and strengthen the practical communication so that it can obtain 

better prediction results [11]. The application of deep learning technology in the financial field 

mainly focused on the market forecast of stocks, futures, securities and other products [12]. 

 

In the literature [13], the DBN network structure was built by continuously restricted 

Boltzmann mechanism, and three different exchange rates were selected to compare and test 

the predicting effect of this model. Literature [14] took the trend of the closing price of 

S&P500 on the second day as the research object, and used three different neural networks 

(MLP, CNN and LSTM) to predict the closing price. The experimental results showed that the 

CNN neural network structure has the smallest error. Literature [15] used deep learning 

technology to design a high-frequency trading strategy. Literature [16] compared the 

application of LSTM network with the prediction of S&P500 index, and selected standard 

depth network (DNN), logistic regression classifier and random forest (RF) for model 

comparison. Literature [17] creatively applies the stacked self-encoder to financial prediction. 

Firstly, the financial time-series was processed by wavelet transform. Then, the LSTM model 

was optimized by using stacked self-encoder, and the prediction accuracy of this model was 

dramatically improved. In the Literature [18], they used two different deep neural network 

structures, namely recurrent neural network (RNN) and extended-short-term memory network 

(LSTM) to predict the correlation coefficient of stock price. The prediction results show that 

RNN is highly time-dependent. If the time intervals of sampling points in time-series is 

extended, RNN is prone to the phenomenon of gradient disappearance. LSTM model has 

intense time connectivity, and the prediction effect is better when the amount of data is 

significant. Literature [19] based on the idea of “decomposition-reconstruction-synthesis”. 

 

The above research realizes the application of deep learning method in financial time-series 

forecasting. Literature [20], constructed model to predict 30 stock indexes. Meanwhile, 

indicators were selected to evaluate. Literature [21] constructed an improved Deep Belief 

Network (DBN) to train the unsteady, nonlinear and irregular financial time-series curves. 

Then, they used the trained model to filter financial data. The decision accuracy of DBN 

network is high, which reaching 90%. Literature [22] put forward an optimization function for 

the stationarity test of prediction series. Literature [23] constructed an Alpha model based on 

LSTM stock forecasting with controlled cost, which can predict the return vector in stock 

index. This model can control the trading frequency and ensure more stable return. 
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At present, the deep learning method has achieved good results in financial time-series 

prediction. However, in practical application, it is necessary to adopt appropriate deep learning 

methods in view of the specific problems and environment in the financial market, and strive to 

obtain higher prediction accuracy and practically avoid market risks. 

 

In this paper, an improved FCM-Elman multivariate financial time-series forecasting model 

is constructed, and the model is applied to cluster analysis of financial time-series. The section 

1 introduces the clustering method of multivariate financial time-series. The section 2 

introduces multivariate financial time-series clustering based on improved FCM. The section 3 

introduces the improved Elman network forecasting model, the algorithm based on FCM-

Elman multivariate financial time-series forecasting model and the algorithm flow chart. The 

section 4 evaluates and analyzes the algorithms of each model to scientifically verify the 

accuracy and practicalness of the models. In the last section, the summary and prospect are 

made. 

 

II. CLUSTERING METHOD OF MULTIVARIATE FINANCIAL TIME-SERIES 

 

Multivariate financial time series are predicted by the relationship between the internal 

yuan: 

 

2.1 Introduction of K-means Clustering Algorithm 

 

The principle of K-means clustering algorithm is relatively simple. Firstly, Select K initial 

centroids, where K is a parameter specified by the user, that is, the number of expected clusters. 

Each point is assigned to the nearest centroid, and the set of points assigned to a centroid is a 

cluster. Then, according to the points assigned to the clusters, the centroid of each cluster is 

updated. Repeat the assignment and update steps until the cluster does not change, or until the 

centroid does not change. The formal description of the K-means clustering algorithm is [24].  

 

Step 1: Select K points as the initial centroid. 

 

Step 2: Assign each point to the nearest centroid, forming K clusters. 

 

Step 3: Recalculate the centroid of each cluster. 

 

Step 4: Determine whether the centroid has changed, if it does not change, the algorithm 

ends, if it changes, go to step 2. 
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K-means reaches a state where all points will not transfer from one cluster to another so that 

the centroid will not change [25]. In order to assign points to the nearest centroid, aproximity 

metric is needed to quantify the concept of “nearest” of the data under consideration. However, 

for a given data type, there may be a variety of suitable proximity measures. K-means 

clustering algorithm of Step 4 is described as "Recalculating the centroid of each cluster", 

because the centroid may change with different data proximity measures and clustering targets. 

  

2.2 Hierarchical Clustering Algorithm 

 

Hierarchical clustering algorithm is also an important type of clustering method. There are 

two basic methods to generate hierarchical clustering [26]: 

 

(1) Condensed hierarchical clustering method: starting from points as individual clusters, 

each step merges the two closest clusters; 

 

(2) Split hierarchical clustering method: Start from a cluster containing all points, and split 

a cluster at each step until only a single point cluster remains. 

 

Compared with the two methods, the agglomerated hierarchical clustering method is more 

commonly used. This section only introduces the agglomerated hierarchical clustering method. 

The algorithm is described as: 

 

Step 1: Calculate the proximity matrix; 

 

Step 2: Merge the two closest clusters; 

 

Step 3: Update the proximity matrix to reflect the proximity between the new cluster and 

the original cluster; 

 

Step 4: Determine whether there is only one cluster left, if yes, the algorithm ends, if not, 

go to step 2. 

 

The calculation of the proximity of clusters is often related to the definition of cluster types. 

Many agglomerated hierarchical clustering techniques, such as group averaging, MAX and 

MIN, are derived from the graph-based view of clusters. The proximity of clusters defined by 

MAX is the proximity between the two farthest points in different clusters which is described 

as “the extended edge between two nodes in different node subsets” in terms of graphs. The 

proximity of clusters defined by MIN is the proximity between two nearest points of different 
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clusters. The cluster proximity defined by average group count is the average pair-by-pair 

proximity of all point pairs taken from different clusters, which is described as "the average 

side length between all pairwise nodes in different node subsets" by using the term of graph. 

The basic cohesive hierarchical clustering method uses the proximity matrix [27]. 

  

2.3 Clustering Algorithm based on SNN Density 

 

As we know, standard methods that basis on density and similarity cannot produce ideal 

clustering results occasionally so that an indirect method of similarity calculation is introduced. 

The principle of the this method is given below: If two points are in the same point Most of 

them are similar, even if a direct similarity measure cannot be obtained, they are considered 

similar. Shared Nearest Neighbor (SNN) of similarity is defined as: 

 

Step 1: Find out the k nearest neighbors of all points; 

 

Step 2: If two points X and Y are not in each other's K nearest neighbor; 

 

Step 3: Discrimination ( ), 0Similarity x y ¬ ； 

 

Step 4: Else; 

 

Step 5: ( ),Similarity x y ¬ Number of neighbors shared; 

 

Step 6: End if 

 

Essentially, as extended as two objects are in each other's nearest neighbor list, the number 

of neighbors they share is the SNN similarity, and any dissimilarity measure or meaningful 

similarity can be the proximity measure. 

 

Some problems which arise when using direct similarity can be solved by the SNN 

similarity. 

 

In a first step, it considers the environment of objects by sharing the number of nearest 

neighbors in order to be able to handle the case where two objects are relatively close but do 

not extend to the same class. Then, SNN similarity can handle the variable density clustering 

problem. In low-density regions, objects are separated further than those in high-density 

regions. However, the SNN similarity between two objects depends only on the number of 
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nearest neighbors shared by the two objects, so the SNN similarity can be automatically scaled 

according to the density of object points. 

 

Use NN density to measure the extent to which a point is surrounded by similar points (with 

respect to nearest neighbors) [28]. The following is the clustering algorithm based on SNN 

density: 

 

Step 1: Calculate SNN similarity map; 

 

Step 2: Use DBSCAN with parameters Eps and MinPts specified by the user; 

 

The number of clusters in the data can be determined automatically by the algorithm. 

DBSCAN is the most the most basic density-based clustering algorithm, and its algorithm is 

described as follows: 

 

Step 1: Mark all points as core points, boundary points or noise points; 

 

Step 2: Delete noise points; 

 

Step 3: Give an edge between all core points whose distance is within Eps; 

 

Step 4: Each group of connected core points forms a cluster; 

 

Step 5: Assign each boundary point to a cluster of associated core points. 

 

 

III. MULTI-FINANCIAL TIME-SERIES CLUSTERING BASED ON IMPROVED FCM 

 

Although the Fuzzy c-means clustering (FCM) algorithm has a fast search speed, local 

optimality still occurs, and the initial clustering center is randomly selected, which will directly 

affect the convergence speed and clustering effect. In other words, when the cluster center is 

close to the local minimum, it is easy to fall into the local optimal situation; when the number 

of samples is too large, the convergence speed becomes slow; When the sample data has small 

differences or overlaps, the same effect will appear. Under this status quo, it needs to be 

improved, as follows: 

 

3.1 The Main Idea of FCM Algorithm 
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Fuzzy c-means clustering (FCM) algorithm is an improved algorithm of hard c-means 

clustering algorithm, which was proposed by Bezdek [29] in 1981. Its idea is to randomly 

select several clustering centers in euclidean space. 

 

FCM algorithm is a kind of classification number (2 )c c n£ £ Under the given premise, 

1 2{ , ,..., }cA A A Represents the corresponding c Category, by finding the appropriate similar 

classification matrix U  and cluster center matrix 
1 2{ , ,..., }cV v v v= To make the accurate 

function mJ  The minimum value is reached to determine the sample space 

1 2{ , ,..., }nX x x x= The method of the best classification scheme, wherein ikm . It's a sample ix  

for classes kA  Membership degree of. 

 

The accurate function of FCM algorithm is 

 

2
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v  is the cluster center matrix; m (1 )m£ £ ¥  is a weighted parameter; kd  stands the 

distance of I and the k th-  cluster center. When the accurate function value reaches the 

minimum, it is considered that all the sample data have been divided into the best clusters. In 

order to minimize the accurate function value, the following calculations should also be made. 
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Through the above two formulas, the clustering center and membership degree of data are 

adjusted repeatedly. The sum of membership degrees of all cluster centers is 1, i.e. 
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1

1, 1,2,...,
c
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k nm
=

= =å                                              (5) 

 

At this time, the algorithm converges, and the theoretical values of membership degree of 

various clustering centers and samples for each pattern class are obtained, thus completing the 

division of fuzzy clustering. 

 

In FCM algorithm, the value of fuzzy index m affects the fuzzy degree and convergence of 

the algorithm. Therefore, it is extremely important to select a reasonable m value in the process 

of cluster analysis. At present, many literatures have studied the value of m [30]; Cheung and 

Chan studied the application background of Chinese character recognition, and gave the best 

value range of M as [1.25, 1.75]. Pal and Bezdek studied the value range of m from the 

perspective of clustering validity, and thought that the reasonable value range was [1.5, 2.5], 

and that m could take the median value of the intervals [1.5, 2.5], that is, m=2, without specific 

requirements. By studying the existing literature, the fuzzy index m=2 is selected in this 

algorithm. 

 

In essence, the FCM algorithm is a local optimization algorithm, and the basic cluster 

center selection process of the algorithm is a random allocation mode, which makes the 

stability of the FCM algorithm dramatically influenced by the randomness of the initial cluster 

center selection. Therefore, the results obtained by the FCM algorithm are not necessarily the 

same every time it is executed. Because the clustering result depends on the initial value of the 

cluster center to a great extent, if the initial value is not selected properly, the FCM algorithm 

will converge to the local extreme point, which will lead to the deviation of the state 

recognition result. Therefore, this study combines genetic algorithm with simulated annealing 

algorithm, to improve the problems existing in the initial clustering center selection process of 

FCM algorithm. 

 

3.2 Improved FCM Algorithm 

 

In 1953, Metropolis et al. [31] proposed Simulated Annealing Algorithm (SA), which is a 

global optimization algorithm, and its idea comes from the heat balance problem in statistical 

thermodynamics. 

 

Simulated annealing algorithm is divided into the following three processes: 
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(1) Heating process. Due to the increase of thermal motion, the heating process causes the 

particles to deviate from the original equilibrium position, and when the temperature reaches 

high enough, the solid is converted into liquid. 

 

(2) Isothermal process. In a closed system with constant temperature and heat exchange 

with the surrounding environment, the spontaneous change of the system state often reduces 

the free energy. Until the free energy is minimized, the system reaches equilibrium. 

 

(3) Cooling process. During the cooling process, as the thermal motion of particles weakens 

and the energy of the system decreases, the crystal structure is finally formed. 

 

Among them, the initial temperature of SA algorithm corresponds to the above process (1), 

the sampling process using Metropolis method corresponds to the above process (2), and the 

corresponding control parameter reduction process in SA algorithm corresponds to the above 

process (3) [32]. The process of obtaining the optimal solution in SA algorithm corresponds to 

the lowest energy state above. Therefore, the simulated annealing algorithm steps are as 

follows: 

 

 

Step 1: Set the initial temperature of simulated annealing algorithm and initialize the 

iteration times. 

 

Step 2: Generate a new solution from the current solution, which is located in the solution 

space. 

 

Step 3: Calculate the accurate function difference corresponding to the new solution. 

 

Step 4: Metropolis criterion judges whether to accept the new solution. 

 

Step 5: Determine whether the termination condition is satisfied, if yes, the algorithm ends, 

if not, go to step 2. 

 

In the simulated annealing algorithm, Metropolis criterion accepts the deteriorating solution 

with a certain probability. Genetic algorithm (GA) [33], which is derived from the phenomenon 

of biological evolution in nature, is a global optimal algorithm based on Mendelian genetics 

and Darwin's biological evolution theory. The GA algorithm is described as follows: 

 

Step 1: Coding. 
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In the GA algorithm, the genotype string structure data in the genetic space is used to 

represent the solution data in the solution space, and various points are composed of different 

combinations of these string structure data. 

 

Step 2: Generate initial population. 

 

Generate n initialized data in a random way. When each structured data is defined as an 

individual, n structured data form a group. Genetic algorithm starts iteration with n structured 

data as initial points. Generally, there are two cases that produce the initial solution, one is 

completely random, which is suitable for the case where there is no prior knowledge of the 

problem to be solved. The other is not completely random, which is suitable for the case that 

the problem to be solved has a certain understanding and the prior knowledge can be 

transformed into initial conditions, and then the sample data is randomly selected from the 

solution space that meets these requirements. 

 

Step 3: Individual fitness. 

 

Individual fitness is the standard of genetic selection, which is usually evaluated by fitness 

function which can express the merits and demerits of individuals, and can be defined 

differently for different problems. The possibility of individuals in the population being passed 

on to the next generation is determined by fitness function, That is to say, the higher the 

individual fitness, the more likely it is to be inherited into the next generation population; On 

the contrary, the lower the individual fitness, the less likely it is to be passed on to the next 

generation population so that the individual fitness function is the only criterion for genetic 

selection. 

 

Step 4: Select. 

 

Selection operation refers to selecting excellent individuals from the current population 

according to the fitness value of each individual and specific rules or methods, and passing 

them on to future generations. Selection operation embodies Darwin's genetic law of survival 

of the fittest to the greatest extent, and its purpose is to ensure that the excellent genes in the 

parent population are inherited to the offspring population, thus practically improving the 

global convergence. Reduce the possibility of genetic defects. 

 

Step 5: Cross. 
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The crossover operation simulates the crossover process of species genes, which means 

selecting two individuals from a population and exchanging one or more genes of the two 

individuals according to a greater probability. Cross-operation is a crucial link in genetic 

operation, which means that individuals with different genes can exchange some genes with 

each other, to produce a new generation of individuals combined with the excellent individual 

characteristics of their parents. 

 

Step 6: Mutation. 

 

Variation occurs in the evolution of natural species. The reason for the mutation is that 

some accidental factors affect the process of individual cell division and replication, which 

leads to the mutation of individual genes, and the individuals with gene mutation show new 

individual characteristics. Reasonable mutation is an important part of genetic algorithm. 

Mutation operation is similar to the mutation process in the genetic evolution of species. The 

method is to select one of all individuals, and then replace one or more gene values on a single 

coding string with other alleles with mutation probability so that mutation can produce new 

individuals. 

 

3.3 SAGA-FCM Algorithm  

 

If SA algorithm with intense local search ability and GA algorithm with good global search 

ability are combined, the fitness of GA algorithm can be extended appropriately. That is to say, 

when the temperature of SA algorithm is high, that is, the early stage of GA algorithm, the 

probability of offspring produced by individuals with similar fitness in GA algorithm is similar; 

While the temperature of SA algorithm continues to decrease, The stretching effect of GA 

algorithm is enhanced, and the advantages of outstanding individuals are more obvious. 

Therefore, the premature phenomenon of GA algorithm can be practically overcome. 

 

Therefore, aiming at the problem that FCM algorithm is very sensitive to the initial value 

and easily falls into local extremum, this paper improves the traditional FCM algorithm based 

on the existing research, and puts forward the combination of genetic algorithm and simulated 

annealing algorithm (SAGA) to improve the problems existing in the process of selecting the 

initial clustering center of fuzzy C-means clustering (FCM) algorithm so that as to realize the 

reasonable division of financial time-series. And provide support for further predicting that 

correspond time-series. SAGA-FCM algorithm steps are as follows: 

 

Step 1: Parameter initialization 
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Determine the population individual size n, the maximum iteration times MAXGEN, and 

the crossover probability cP , mutation probability mP , initial temperature oT , cooling 

coefficient k , termination temperature endT . 

 

Step 2: Initialize the cluster center, divide the initial population, and calculate the 

membership degree of each sample and the fitness degree of each sample according to formula 

(3) if , where I = 1, 2, n. 

 

Step 3: Initial iteration times GEN=0. 

 

Step 4: Carry out genetic operations such as crossover and mutation on the initial 

classification results. According to the operation results and formulas (3) and (5), the 

membership degree between the new clustering center and each sample and the fitness degree 

of each sample are calculated '

if . If '

i if f>  Replace the old individual with the new 

individual; Otherwise, by probability '= exp(( ) )i iP f f T-  Accept new individuals. 

 

Step 5: If GEN<MAXGEN, then GEN=GEN+1, then go to step 4; Otherwise, go to step 6. 

 

Step 6: If i endT T< , the algorithm ends and the optimal solution is output; Otherwise, right 

iT  Carry out cooling operation 
1i iT kT+ = , go to step 3. 

 

SAGA-FCM algorithm flow is shown in Fig 1. 
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Initialize control parameters

Initial population

Calculate membership and fitness

Cycle count gen=0

Perform genetic operations such as selection, crossover, and mutation

Generate a new population

Calculate cluster centers, membership and fitness values, and use simulated 

annealing algorithm to replace old individuals

End

i+1 1=KT T

andT T

gen<MAXGEN
Y

N

 
 

Fig 1: SAGA-FCM algorithm flow chart 

 

IV. OPTIMIZED PREDICTION MODEL OF ELMAN NETWORK 

 

4.1 Elman network 

 

Feedback networks are an important type of neural networks. Due to the addition of 

between or within feedback connections, which can represent the time delay between input and 

output and therefore need to be described by dynamic equations, feed forward network 

implement only nonlinear mappings. It is precisely because of this feedback that the network 

has a memory function so that it was widely used in sequence analysis, system identification, 

control and other fields [34-39]. Elman network was originally studied by Elman in 1990 
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according to Jordan network [40]. Later, Pham et al. put forward modified Elman networks 

[41], which is now regarded as a standard Elman network. Its structure is sh in Fig 2.  

 

 

 
Fig 2: Elman network structure 

 

Therefore, here, the feed forward connection part can make connection weight correction, 

while the recursive part is fixed, that is, it cannot make learning correction. Specifically, the 

structural unit k  the output of the moment is equal to the hidden layer 1k -  Output at time 

plus structural unit 1k -  of the output value at the moment a  Times, that is: 

 

, ,( ) ( 1) ( 1), 1,2,...,C l C l lx k x k x k l na= × - + - =  (6) 

 

, ( )C lx k  and ( )lx k  are the outputs of the first structural unit and the first hidden layer unit 

respectively, a  is the self-connected feedback gain factor. When a  fixed to zero, this network 

is a standard Elman network, a  If it is not zero, it is a modified Elman network. The 

mathematical model of the network is: 

 

 1 1( ) ( ( ) ( 1))cx k f W x k W u k= + -                               (7) 

( ) ( 1) ( 1)c cx k x k x ka= × - + -                                (8) 
3( ( ))ky g W x k=                                          (9) 

Most of ( )f x  is sigmoid functions, i.e.: 

1
( )

1 x
f x

e-
=

+
                                           (10) 
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Most of ( )g x  is linear functions, namely: 

                          3 ( )ky W x k=                                            (11) 

 

4.2 Learning Algorithm of Elman Network 

 

The error function is defined as: 

 

1
( ( ) ( )) ( ( ) ( ))

2

T

d dE y k y k y k y k= - -                        (12) 

E  right to connect hidden layer to output layer 3W  Seek partial derivative, get: 

 

0

3
( ), 1,2,..., ; 1,2,...,i j

ij

E
x k i m j n

w
d

¶
= - = =

¶
                   (13) 

Make 0 ( ( ) ( )) ( )i di iy k y k gd = - × , then 

 

0

3
( ), 1,2,..., ; 1,2,...,i j

ij

E
x k i m j n

w
d

¶
= - = =

¶
                   (14) 

 

E  right to connect the input layer to the hidden layer 2W  Seek partial derivative, get: 

 

0 3 '

2 2
1

( )
( ) ( ) ( 1)

( )

m
j

i ij j q

iij j ij

x kE E
w f u k

w x k w
d

=

¶¶ ¶
= = - × -

¶ ¶ ¶
å                (15) 

Same order 
0 3 '( ) ( )h

i i ij jw fd d= ×å , there are: 

 

3
( 1), 1,2,..., ; 1,2,...,h

j q

ij

E
u k j n q r

w
d

¶
= - - = =

¶
                 (16) 

Similarly, the right to connect structural units to hidden layers 1W Seek partial derivative, 

get: 

 

0 3

1 1
1

( )
( ) , 1,2,..., ; 1,2,...,

m
j

i ij

ijl jl

x kE
w j n l n

w w
d

=

¶¶
= - = =

¶ ¶
å               (17) 

Note that in the above formula: 
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1 2

1 1
1 1

' 1

1

( )
( ) ( 1)

( )
( ) ( )

n r
j

j jl Cl jl i

i ijl jl

Cl
j Cl jl

jl

x k
f w x k w u k

w w

x k
f x k w

w

= =

æ öæ ö¶ ¶ ÷ç ÷ç ÷= + - ÷ç ç ÷÷ç ç ÷÷ç¶ ¶ è øè ø

æ ö¶ ÷ç ÷ç= × + ÷ç ÷÷¶çè ø

å å

å

              (18) 

Substitute (17) to get: 

 

'

1 1

( ) ( 1)
( ) ( 1)

j j

j l

j jl

x k x k
f x k

w w
a

¶ ¶ -
= × - +

¶ ¶
                            (19) 

E
W

W
h
¶

= -
¶

V so that the improved Elman learning algorithm can be derived as follows: 

 
3 0 ( ), 1,2,..., ; 1,2,...,ij i jw x k i m j nhd= = =V                          (20) 

'

1 1

( ) ( 1)
( ) ( 1)

j j

j l

j jl

x k x k
f x k

w w
a

¶ ¶ -
= × - +

¶ ¶
                            (21) 

3 0 3 0

1
1

( )
( ) ( ), 1,2,..., ; 1,2,..., ; 1,2,....,

m
j

ij i ij i j

i jl

x k
w w x k i m j n l n

w
h d d

=

¶
= = = =

¶
åV    (22) 

Among them: 
0 '( ( ) ( )) ( )i di iy k y k gd = - ×                                   (23) 

0 3 '( ) ( )h

j i ij iw fd d= ×å                                       (24) 

 

1

( )j

jl

x k

w

¶

¶
 is obtained by recursion of formula (19). 

 

4.3 Improved Elman Network Model 

 

In the Elman network model in the previous section, feedback from nodes at the output 

layer is not considered, only feedback from nodes at the hidden layer is considered. The two 

network models we give below both consider the feedback of output nodes. The structural 

schematic diagrams are sh in Fig 3 and Fig 4 respectively. Among them, OIF Elman network 

increases the feedback of output nodes, which we call structural unit 2, and puts it in the first 

layer, which is used as the input of hidden layer nodes together with input unit and structural 

unit. However, OHFElman network only puts structural unit 2 on the second layer, and takes it 

as the input of the output layer together with the hidden layer nodes. 
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Fig 3: OIF Elman network structure 

 

 
Fig 4: OHF Elman network structure 

 

The mathematical model of OIF Elman network is: 

 
1 2 4( ) ( ( ) ( 1) ( ))c cx k f W x k W u k W y k= + - +                  (25) 

( ) ( 1) ( 1)c cx k x k x ka= × - + -                           (26) 

( ) ( 1) ( 1)c cy k y k y ka= × - + -                          (27) 

3( ) ( ( ))y k g W x k=                                     (28) 

The mathematical model of OHF Elman network is: 
1 2( ) ( ( ) ( 1))cx k f W x k W u k= + -                          (29) 

( ) ( 1) ( 1)c cx k x k x ka= × - + -                             (30) 
3 5( ) ( ( ) ( ))cy k g W x k W y k= +                             (31) 

( ) ( 1) ( 1)c cy k y k y ka= × - + -                             (32) 
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OIF Elman network only adds structural unit 2 as input in the hidden layer nodes of Elman 

network so that E  Yes 1 2 3, ,W W W  There is no change in partial derivativeso that their weight 

correction formula is the same as Elman network, see formulas (20)-(22) for details. Will E  

We can get the weight by finding the partial derivative of the connection weight between 

structural unit 2 and hidden layer and making it equal to zero 4W . The modified formula of: 

 

4 0 3

4
1

( )
( ) , 1,2,..., ; 1,2,...,

m
j

jl i ij

i jl

x k
w w j n l n

w
h d

=

¶
= = =

¶
åV             (33) 

'

4 4

( ) ( 1)
= ( ) ( 1)

j j

j l

jl jl

x k x k
f y k

w w
a

¶ ¶ -
× - + ×

¶ ¶
                    (34) 

0

id  is given by formula (23). 

 

Similarly, for OHF Elman networks, 1 2 3, ,W W W  The weight correction formula of is the 

same as Elman network, and will be E By taking the partial derivative of the connection weight 

from structural unit 2 to the output layer and making it equal to zero, we can get the modified 

formula of the weight: 

 
5 0

, ( ), 1,2,..., ; 1,2,...,ij i c jw y k i m j nhd= = =V                         (35) 

 
0

id  is given by formula (23). 

 

4.4 Multiple Financial Time-series Forecasting Model Based on FCM-Elman 

 

The improved FCM clustering algorithm in Section 2 and Section 3 and the improved 

Elman network in Section 4.3 are used to predict the financial time-series. The specific steps of 

the multivariate financial time-series prediction model constructed in this paper are as follows: 

 

(1) Using the improved FCM clustering algorithm to cluster all the sequences in the stock 

time-series set, and dividing them into big categories , , ,....A B C ； 

 

(2) According to the need to choose to forecast the stock, as a stock 1A , which be extended 

to the following categories A  Major categories; 

 

(3) The stock 1A  the improved Elman network is used to predict and debug the appropriate 

network parameters. 
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(4) Elman network pairs with the same parameters A  Train and forecast other stocks in the 

major categories. 

 

V. ALGORITHM EVALUATION AND RESULT ANALYSIS 

 

In order to verify the scientificity and effectiveness of the proposed method, a large number 

of sample data were selected for analysis and discussion, as follows: 

 

5.1 SAGA-FCM Model 

 

5.1.1 Data set 

 

Dataset 1: SCCTS (Synthetic Control Chart Time-series) is a network open test set, which 

is specially used for the algorithm test of time-series clustering. SCCTS has 600 test which 

beextended to 6 different categories. Ten groups of data are extracted from the data set 

(SCCTS). Each group of data contains 60 time-series, which be extended to 6 different 

categories, with 10 items in each category, and each data is normalized and preprocessed, Make 

it become a number between 0 and 1. In this paper, the data processing mainly adopts the 

normalization method as sh in Formula (35), where n is the number of data samples. 

 

min( )
, 1,2,...,

max( ) min( )

i i
i

i i

x x
x i N

x x

-
= =

-
 (36) 

Data set 2: 10 groups of data in data set 4-1 are processed with unequal length so that that 

the lengths of 60 time-series in each group of data are not completely the same without 

affecting the clustering results, and each data is normalized and preprocessed. 

 

Data set 3: KDD (1999) data set is used to classify and detect attacks or normal network 

behaviors. There are 41 features in the data set, of which 34 are continuous and the remaining 7 

are classified communication. Data sets are divided into two categories: normal data (no attack) 

and attack data. Only 11 of the 41 features are used in this paper. Compared with other 

continuous features, the selected 11 continuous features have more important value. There are 

4,898,431 records in the data set, of which 3,925,651(80.1%) records are classified as attacks. 

The rest of the data is classified as normal. In this paper so that me data are selected from the 

data set to evaluate the clustering algorithm. A total of 26,829 data are selected, of which 

25,620 are classified as attacks. 
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5.1.2 Empirical research results 

 

Comparing the clustering results of standard data sets with other three well-kn data 

clustering algorithms, the three data clustering algorithms are: k-means algorithm, hierarchical 

clustering method, and clustering algorithm based on SNN density. Table I shows the 

clustering results of each algorithm, and the evaluation standard is the wrong classification rate. 

With regard to k-means algorithm and SAGA-FCM algorithm, the relevant classification 

numbers are provided for each data set. For k-means algorithm, the clustering program is 

stopped after 10 iterations. 

 

Table I. Comparison of the error rates of the four algorithms 

 

Data 

set 

SAGA-

FCM 

algorith

m 

K-

means 

Hierarchical 

clustering 

method 

SNN 

density 

clusterin

g 

1 4.37 10.62 11.78 7.85 

2 5.89 12.77 14.65 10.74 

3 1.03 1.27 1.29 1.23 

 

5.1.3 Result analysis 

 

Although the clustering algorithm based on GASA-FCM proposed in this paper is superior 

to the clustering results of other three clustering algorithms for a given data set, it is worth 

noting that when there are clusters overlapping (that is, it is difficult to clearly determine the 

cluster boundary), the performance of the clustering algorithm based on GASA-FCM may be 

reduced (that is, the wrong classification rate may increase).In order to solve this problem, it is 

a good choice to introduce other sensitive factors to determine clear boundaries. 

 

5.2 Evaluation and Analysis of Improved Elman Network Prediction Model Algorithm 

 

5.2.1 Data set 

 

Three significant-scale indexes, SSE Index (SSEC), SZI and S&P 500, are used as 

experimental data to train and test the model. These three significant-cap indexes have certain 

representativeness in the financial markets of China and the United States. The reason why the 

market index is chosen as the experimental data is that the market is the concentrated 

expression of the fluctuation of the whole financial market. The data is loaded from Flush 

Finance (http://www.10jqka.com.cn/) website. When selecting the input of the model, it is 

http://www.10jqka.com.cn/
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necessary to determine the time scale of selecting financial time-series. In this paper, the 

analysis and prediction of financial time-series are mainly aimed at daily so the day is used as 

the basic time scale, that is, arbitrary time t  corresponds to one day. Time-series ( )X t  

Represents the first t  Days of including the opening price, the highest price, the lowest price, 

the closing price, the amount of rise and fall, and the six price components and trading volume. 

Use the above five components as input and the opening price as output. Both the training set 

and the test set are normalized in the input process, and the least square error is used to express 

the prediction accuracy of the network. The absolute average error (AAE) formula (37). See 

table II for detailed experimental data. 

1

1
( ) ( ) , 1,2,...,

N

d

i

AAE y i y i i N
N =

= - =å  (37) 

 

Table II. The experimental data 

 

Stock index 
Data selection 

range 

Total 

sample 

size 

Training 

sample 

size 

Test sample 

size 

Chinese 

stock 

market 

Shanghai 

Stock 

Exchange 

Index 

(SSEC) 

1990.12.20-

2017.3.10 
6412 5412 1000 

Shenzhen 

Stock 

Exchange 

Index 

(SZI) 

1991.4.3-

2016.3.16 
6126 5126 1000 

American 

stock 

market 

Standard & 

Poor's 

Index 

(S&P500) 

2001.3.5-2014.5.1 3295 2295 1000 

 

5.2.2 Empirical research results 

 

Compare the three groups of data with Elman network, OIF Elman network, OHF Elman 

network and traditional BP neural network respectively. Because there are many test  it is 

inconvenient to put The prediction results of each group of networks in one picture so that 

compare The prediction accuracy of the networks by the size of least square error, as sh in 

Table III. 
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Table III. Predicted performance results of various networks 

 

Data set BP Elman  
OIF 

Elman 

OHF 

Elman 

SSEC 0.00445 0.00325 0.00116 0.00213 

FALL 0.00469 0.00397 0.00160 0.00231 

S&P500 0.00458 0.00371 0.00164 0.00246 

 

5.2.3 Result analysis 

 

It can be clear from the simulation results in Table III that the prediction accuracy of OIF 

Elman neural network is obviously better than that of traditional BP neural network and Elman 

network, and compared with OHF Elman network, OIF Elman network has better prediction 

performance. From the absolute average error table, it can be seen that the order of prediction 

effect of four stock index prediction models on SSEC, SZI and S&P500 stock indexes is OIF 

Elman, OHF Elman, Elman and BP network. Fig 5 and fig 6 are the prediction curves of 

Shanghai Composite Index (SSEC) and Standard & Poor's Index (S&P500) in three data sets 

by OIF Elman network, respectively. 

 

 
Fig 5: SSEC prediction curve and test residuals 

 

It can be clear from fig 5 that when The prediction time is less than 400 days, the residual 

error of OIF Elman network to SSEC index is less than 100, and after 400 days, the residual 

error changes dramatically, which may be due to the margin financing and securities lending in 

China in 2015. At this time, the abundant funds in China's stock market led to a sharp rise in 

stocks. As China began to control margin financing and securities lending, the market fell into 

a dturn. In addition, with the economic return in China at this time, the SSEC index tends to be 

AEE 

Index 
output 

Time 

Time 

AEE 

Stock Composite Inde x 
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stable, and the residual value gradually narrows to within 200. The prediction curves of OIF 

Elman network for SSEC are highly coincident. 

 

A
EE

Index

output

Time

Time

AEE

St
o

ck
 C

o
m

p
os

it
e 

In
d

ex

 
 

Fig 6: S&P500 prediction curve and test residuals 

 

It can be clear from fig 6 that when The prediction time is within 300 days, the residual 

error of OIF Elman network to S&P500 index is within 50, but after 300 days, the residual 

error changes dramatically, and the reason for the sharp decline and shock of US stocks may be 

related to the European debt crisis in 2011.The subsequent rise of US stocks may be related to 

the loose monetary policy favorable to investors issued by the Federal Reserve after 2013 and 

the overall improvement of the US economy so that that the residual value gradually increased 

to about 100. The prediction curve of OIF Elman network for S&P500 is highly consistent in 

short-term and medium-term prediction, but there is a big deviation in extended-term 

prediction. 

 

According to the above experiments, it is feasible and practical to forecast the 

comprehensive index of stocks by OIF Elman network. The prediction accuracy is higher than 

Elman network. From the experimental results, we can see that OIF Elman artificial network 

model has strong applicability in time series prediction, and the prediction accuracy can be 

obviously improved. Therefore, it is an practical forecasting tool in the financial field, which 

provides a new and practical way to forecast the stock market and has certain application value. 

However, the prediction accuracy of the network is dramatically influenced by the overall 

situation of policy and economy so that the influence of other factors will be added in the 

following chapters. In order to improve the accuracy of the model in extended-term financial 

time-series prediction. 

 

5.3 Evaluation and Analysis of FCM-Elman Multivariate Time-series Prediction Model 
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5.3.1 Data set 

 

This example adopts the stock data set of China's Shanghai and Shenzhen A-stock markets. 

There are currently 3782 stocks in the Shanghai and Shenzhen A-stock markets. Due to the 

significant number, the first 1000 stocks in the default order of the A-stock markets are taken as 

the data set. The data is loaded from Flush Finance (http://www.10jqka.com.cn/）. In the 

section experiment, six price components and trading volume of each stock are selected as 

Elman network input and opening price as output, which are also normalized. Based on the data 

from January 2017 to January 2019, the stock price in February 2019 is predicted. 

 

5.3.2 Empirical research results 

 

Using the improved FCM clustering algorithm to cluster, 1000 stocks are classified with 50 

categories. Cluster similar stocks in the same category. 

 

All stock time-series in the cluster of Changjiang Media (600757) are predicted by 

improved Elman network. There are 19 stocks in Changjiang Media's category, and the names 

and codes of the remaining 18 stocks are: China Sports Industry (600158), Yuye Stocks 

(600226), Dr. Peng (600804), Zhongchang Data (600242), Mengzhou Stocks (600255), cits 

joint (600358), Beiba Media (600386), Times Publishing (600555) Changjiang Communication 

(600345), Jinglun Electronics (600355), Fiberhome Communications (600498), Jichuan 

Pharmaceutical (600566), Zhongzhu Medical (600568), Baichuan Energy (600681) and Sanan 

Optoelectronics (600703). 

 

Fig 7 is the prediction curve of stock price of Changjiang Media by OIF Elman network and 

the residual error of test results. 

 

 

Opening Day

Opening Day

St
o

ck
 P

ri
ce

A
E

E

Stock price

Elman output

 
Fig 7: Changjiang Media prediction curve and AEE 

 

http://www.10jqka.com.cn/）.
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The least square error of each stock in Changjiang Media Group is brought to test the 

prediction accuracy of the network. Because of the significant number of stocks, 19 stocks are 

divided into multiple accuracy ranges, as sh in Table IV. 

 

Table IV. Least squares error of each stock 

 

AEE intervals Stock name 

<0.005 China Sports Industry and Zhongchang Data 

0.005-0.007 

Changjiang Media, Mengzhou Stocks, Beiba Media, Time Publishing, 

Dr. Peng, 

Three Gorges New Materials and Yuye Stocks 

0.007-0.009 
Cits joint, Angel Yeast, Changjiang Communication, Fiberhome 

Communication, Kaile Technology 

0.009-0.011 Zhongzhu Medical, Jinglun Electronics 

> 0.011 Jichuan Pharmaceutical, Baichuan Energy and Sanan Optoelectronics 

 

It can be seen from fig 7 that OIF Elman network has a certain lag in forecasting individual 

stocks, but the overall trend of stocks is basically the same. The AEE values of most stocks in 

Table IV are concentrated in the range of 0.005-0.009, and OIF Elman network has a poor 

performance in the comprehensive stock index, but considering the fluctuation uncertainty of a 

single stock, it is still a very accurate prediction result. 

 

VI. CONCLUSIONS 

 

Based on the current changes in the financial market and intelligent algorithms, this article 

has drawn the following and research conclusions, which are as follows: 

 

(1) Several clustering methods commonly used in time-series are proposed, and then the 

fuzzy C-means (SAGA-FCM) algorithm based on simulated annealing genetic algorithm is 

applied to the clustering analysis of time-series, and good clustering results are obtained.  

 

(2) The basic Elman network and its two improved networks are introduced. By forecasting 

the financial time-series. It is proved that OIF Elman network is more suitable for the 

prediction of financial time-series.  

 

(3) Combining SAGA-FCM clustering algorithm and OIF Elman network, the stock data of 

Shanghai and Shenzhen A-stock trading markets are classified and predicted, and a significant-

scale stock prediction method is realized. By clustering first and then forecasting, similar stocks 

can be better classified into one class. Training with unified network structure can not only 
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improve the accuracy of financial time-series prediction, but also expand the prediction range. 

The accurate prediction results are obtained by experiments. 

 

In addition, combined with the conclusions of this paper, combined with the current 

development of intelligent algorithms, follow-up research continues to track research, making 

the prediction results better and closer to the actual situation. 
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