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Abstract: 

Aiming at the problem of unbalanced load and slow convergence speed of task scheduling based 

on ant colony algorithm, an improved task scheduling optimization algorithm is proposed. The 

pheromone update rules of ant colony algorithm are optimized by giving weight to speed up the 

solution speed. The comprehensive performance of the algorithm is optimized by dynamically 

updating the volatilization coefficient, and in the updating process of local pheromone. The load 

weight coefficient of virtual machine is introduced to ensure the load balance of virtual 

machine. The experimental results show that the task scheduling strategy of the improved 

algorithm can not only ensure the reasonable allocation of tasks, but also improve the 

convergence speed and shorten the total execution time. 
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I. INTRODUCTION 

 

With the rapid development of the information age, computer technology and network 

technology are becoming more and more mature, and the application of Internet technology is 

becoming more and more extensive [1-2]. Massive data and huge task processing capacity put 

forward quite high requirements for hardware infrastructure, and the procurement and 

maintenance of hardware and other infrastructure has brought huge costs to enterprise users and 

individual users [3]. It has been predicted that computing will one day become a public 

infrastructure. At the same time, a large number of computing resources, storage resources, data 

resources and application resources gathered in the Internet promote the transformation of the 

Internet from a traditional communication platform to an intelligent computing platform, meet 

the needs of the above-mentioned enterprise users and individual users, reduce a large amount 

of infrastructure investment and save hardware maintenance costs [4-6]. As a new computing 

mode, cloud computing is the result of the development of parallel computing, grid computing 
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and distributed computing technology. Cloud computing forms the idle resources in the Internet 

into a unified resource pool through virtualization technology, which can be dynamically 

deployed and configured on demand to provide services for users [7]. This service is distributed 

on demand and paid on time. With the increase of the number of users, considering the 

dynamics, heterogeneity and complexity of nodes in cloud computing network, task scheduling 

has become the focus and difficulty of cloud computing research. As a business service, task 

scheduling in cloud computing should not only consider efficient scheduling efficiency and 

high resource utilization, but also consider complex service quality and low economic cost. 

Traditional cloud computing task scheduling algorithms have insufficient performance and can 

not meet complex scheduling objectives [8-10]. At present, cloud computing task scheduling 

focuses on the problems and challenges, which is also the starting point and purpose of this 

paper. 

 

II. BASIC RESEARCH ON CLOUD COMPUTING TASK SCHEDULING 

 

1.Overview of cloud computing 

Based on the gradual development of distributed computing, parallel computing and grid 

computing, cloud computing came into being. In August 2006, Google took the lead in putting 

forward the new term of cloud computing, pointing out that cloud computing can be transmitted 

through the Internet, accessed on demand like water, electricity and gas, and charged on time. 

This means that computing services have become public services, public services. 

Based on the cloud computing service solutions of major companies, the whole cloud 

computing architecture can be divided into three layers: infrastructure layer, cloud platform 

layer and cloud application layer. The infrastructure layer mainly includes a resource pool 

composed of a large number of computing resources, storage resources, network resources, data 

resources and virtual resources. Cloud platform layer is the core layer of cloud computing 

system, mainly including user management, resource management, task management and 

security management of cloud system. The cloud application layer mainly includes cloud 

software application services and interactive interfaces. Figure 1 shows different levels of cloud 

computing architecture: 
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Fig 1: Cloud computing architecture diagram 

 

As a new computing method, cloud computing involves many technologies, including data 

storage technology, virtualization technology, data security technology and so on. 

(1) Data management technology. Cloud computing is characterized by massive data 

storage and massive analysis after reading. How to efficiently manage large data sets and how 

to find specific data in large data sets are the problems solved by cloud computing data 

management technology. 

(2) Data storage technology. Cloud computing uses distributed storage to store data and 

redundant storage to ensure data reliability, that is, the same data has multiple copies. Cloud 

computing data storage technology also has the characteristics of high throughput and high 

transmission rate to meet the needs of a large number of users and provide services to users. 

(3) Programming model and task scheduling model. In order to make it easier for users to 

use cloud computing services, the programming model of cloud computing must ensure that 

users can use the model to write simple programs to realize cloud computing services, and can 

intuitively understand the complex execution content and task scheduling running in the 

background. 

(4) Data center energy saving. Due to the large scale of cloud computing system, it 

consumes a lot of energy. In order to respond to green environmental protection and reduce 

operation energy consumption, many scholars have done this research. Research results such as 

adaptive energy consumption management system, control CPU utilization, refrigeration system 

energy consumption optimization, multi-level data center cooling equipment and other energy-

saving and emission reduction strategies have been proposed one after another. 

2.Overview of cloud computing task scheduling 
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For the massive data and task processing capacity in cloud computing, data segmentation is 

generally used. Firstly, the huge task is divided into many smaller subtasks, and then allocated 

to idle resource nodes to execute in parallel. Finally, the running results are returned. The 

essence of task scheduling is to allocate tasks to heterogeneous available virtual resources to 

minimize the total task completion time, so as to achieve the task scheduling goal and make full 

use of resources. The essence is to find an appropriate scheduling strategy. Based on this 

strategy, a reasonable mapping relationship between tasks and resources is established to realize 

the reasonable allocation and efficient execution of tasks among resources. The purpose of task 

scheduling is to ensure the full utilization of resources and the efficient completion of tasks, so 

as to achieve a win-win situation for cloud computing providers and users. 

Traditional task scheduling algorithms:  

(1) Min-Min algorithm. The idea is to allocate tasks to the earliest available and fastest 

executing computing resources as much as possible through the strategy of easy first and then 

difficult, and complete the selection by calculating the minimum value of the earliest execution 

start time and the fastest execution speed. It belongs to a greedy algorithm. The disadvantage is 

that tasks are distributed to nodes with strong computing power, and nodes with low 

performance are not fully utilized, which is easy to cause uneven load. 

(2) Max-Min algorithm. The idea is to schedule the tasks with the largest and earliest 

completion time to the resources with the earliest execution time according to the difficulty of 

task execution. The advantage is that the algorithm has certain advantages when the number of 

short tasks is much more than that of long tasks. The disadvantage is that it is easy to cause 

uneven load.  

(3)Sufferage algorithm. The idea is that when a task competes, the difference between the 

next smallest completion time and the smallest completion time of a task is defined as the 

execution loss of the task, and then the task is assigned to the resource node with the largest 

estimated execution loss. 

(4) First in first out scheduling algorithm. The idea is that tasks are allocated to resources 

according to the time sequence submitted by users. The disadvantage is that the system 

resources may be heavily occupied by the tasks submitted first, the processing time span is large, 

and the subsequent tasks occupy less resources, but they need to wait in line, which affects the 

execution efficiency and user experience of the system. 

 

III. HEURISTIC ALGORITHM 

 

In this paper, the basic cuckoo algorithm is improved as follows, and an adaptive Cauchy 

cuckoo search (ACCS) algorithm based on adaptive Cauchy mutation is proposed. The basic 

idea of ACCs is to make use of the global variation and discrete distribution characteristics of 

Cauchy distribution to make Cauchy variation on a single nest to increase the diversity of nests, 
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which is conducive to jump out of the local extreme value for global search, and improve the 

search speed and quality. 

When the average fitness difference of the same nest remains within the variation range in 

successive t generations, it indicates that the nest has fallen into a local optimal state, can not 

make independent progress, and needs external intervention. Because Cauchy mutation has 

better performance in global search, Cauchy perturbation operator is introduced to intervene the 

bird's nest in local optimal state. 

Disturbance timing: 

1

( 1)

1 Tcur

t t

t Tcur Tpre

F F
Tpre



  

   (1) 

Where, Tpre represents the algebra of forward comparison; tcur represents the current 

algebra; Ft represents the fitness value of the current nest of generation t; Where Tpre < t< = 

Tcur; δ is the disturbance factor. 

Variation method: 
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Wherein, StepSized represents the StepSized of the d-dimensional update; MaxVald 

represents the upper bound of the d-dimensional value; MinVald represents the lower bound of 

the d-dimensional value; xi represents the ith solution, xnew represents the generated new 

solution; CR represents variation probability; C (0, 1) represents Cauchy variation formula. 

Randomly generate n frogs to initialize the population P= {X1, X2, ..., Xn), and the ith frog 

in the S-dimensional solution space is expressed as xi = {xi1, xi2, ..., xin). Then the frogs in the 

population are arranged in descending order of fitness value, and xg represents the frog with the 

best fitness value in the whole population. The whole frog population is divided into m sub-

populations according to certain rules, each sub-population contains a knife frog, and the 

condition N=m*n is satisfied. The grouping rules of frog groups are as follows: the first frog is 

assigned to the first sub-population, the second frog to the second sub-population, the m frog to 

the m sub-population, the m+1 frog to the first sub-population, and so on. 

Xb and Xw represent frogs with the best or worst fitness in each sub population, respectively. 

Then, the Xw cycle in each sub population is searched locally. According to the original 

leapfrog rules, the update method is: 

   , 1,2,...,i b wD rand X X i N    (4) 

new

w w i max i maxX = X + D ,D £ D £ D ;i = 1,2,...,N  (5) 

Where rand represents the random number of [0,1], and Dmax represents the movable 

maximum value of frog position. After the update, if the new frog xnew is better than the original 
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frog Xw, it will replace the original frog; If there is no improvement, replace Xb with Xg and 

perform leapfrog update according to formula (4) (5); If there is still no improvement, a new 

frog will be generated to directly replace the original Xw. Judge whether the stop conditions are 

met. If not, continue the local search. 

After the local search is completed, the global information exchange is carried out, that is, 

all frogs are remixed, sorted and allocated sub populations, and then the local search is carried 

out repeatedly until the global convergence condition is reached. 

The balance strategy between global information exchange and local depth search makes the 

hybrid leapfrog algorithm jump out of local extreme points and find the global optimum. The 

algorithm includes the idea of individual meme evolution and the idea of meme global 

information exchange. Hybrid leapfrog algorithm has the characteristics of simple concept, few 

parameters, fast calculation speed, strong global optimization ability and easy implementation. 

It has been successfully applied to the problems of mounting sequence optimization, traveling 

salesman problem, function optimization, power grid planning and so on. Although the basic 

leapfrog algorithm has advantages, it also has its disadvantages. The algorithm is a linear search 

in the local search step of the sub population, the search range is small, and the step size of each 

search is the same; In the leapfrog update formula, the moving step size is a random number 

between [0,1], which may lead to the random size of the moving step size and affect the 

convergence of the algorithm; when the population tends to be stable, although it has global 

communication, it has no self-learning ability and is easy to fall into local optimization. 

 

IV. HEURISTIC TASK SCHEDULING ALGORITHM IN CLOUD COMPUTING 

ENVIRONMENT 

 

Resources in cloud computing are provided to users through virtualization. Generally, any 

resource VM in cloud computing can be described as: 

 , , , , ,VM vmid mips size ram be pesNumber  (6) 

VMID represents the resource ID number, MIPs represents the number of CPU running 

instructions, size represents the resource size, RAM represents memory, BW represents 

bandwidth, and pesnumber represents the number of CPUs owned. 

Any task CLET submitted by the user can be described as: 

 , , ,Clet id length fileSize outputSize  (7) 

Where id represents the task ID, length represents the task length, and filesize and 

outputsize represent the input and output file sizes of the task CLET respectively. Filesize and 

outputsize respectively represent the input and output file sizes of the task CLET. 

The cloud computing task scheduling problem in this paper can be described as: in the cloud 

computing system, n independent tasks are allocated to M virtual resources for execution 
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according to a certain scheduling strategy, n > m, and the allocation relationship can be 

expressed as: 

11 12 1

21 22 2

1 2
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m m mn

x x x

X x x x

x x x

 
 

  
 
 

 (8) 

Resource scheduling scheme belongs to combinatorial optimization problem. To solve the 

scheduling problem by algorithm, we first need to construct a reasonable coding method to 

represent the solution of the scheduling problem. In cloud task scheduling, if there are several 

tasks that need to be executed on M virtual machines, it represents a unary array solved as knife 

dimension, and the virtual machine number corresponding to each task is the value of the 

current dimension. When encoding the virtual machine number, the integer encoding from 1 to 

m is adopted. Since the real number encoding method is used in the iteration of ACCs and dlsfla 

algorithms, formula (9) is used for encoding and formula (10) is used for decoding: 

   1 2 n iX = x ,x ,...,x ,x 1,m+1  (9) 

1 2 mX = x , x ,..., x     (10) 

xi is a real number and xi ∈ [1, m +1], Xi means rounding down xi. After decoding, the 

value on each dimension represents the execution resource serial number allocated by the 

corresponding task, that is, the virtual machine number. 

ACCs based task scheduling steps: 

(1) Initialize n bird nests, i.e. n scheduling schemes; 

(2) The solution code of each bird's nest is used as the solution in the scheduling scheme to 

judge whether variation is required. If necessary, Cauchy variation is carried out on the solution, 

and the value of the objective function is calculated as the fitness of the solution; 

(3) According to Levi's flight update formula, the solution of the scheduling scheme is 

updated to generate n new solutions, judge whether the newly generated solution meets the 

constraints, and retain the original optimal solution; 

(4) Generating a new solution from the discovered solution according to the discovered 

probability Pa; 

(5) Calculate and evaluate the fitness corresponding to each solution (the fitness 

corresponding to each bird's Nest), that is, calculate and evaluate the fitness of each scheduling 

scheme to find out the solution corresponding to the minimum fitness. Update the optimal 

solution set; 

(6) Judge whether the termination condition is satisfied, that is, the number of iterations. If it 

is satisfied, the optimal solution is output. If not, return to step (2) and continue to execute until 

the termination condition is satisfied. 

 



Forest Chemicals Review 
www.forestchemicalsreview.com 
ISSN: 1520-0191  
January-February 2022 Page No.298-305 
Article History: Received: 28 October 2021 Revised: 05 December 2021 Accepted: 10 January 2022 Publication: 28 
February 2022 

305 
 
 

V. CONCLUSION 

 

Based on the analysis of the research status of cloud computing and cloud computing task 

scheduling, this paper introduces the concept, characteristics and objectives of cloud computing 

task scheduling. The advantages and disadvantages of traditional task scheduling algorithm and 

heuristic task scheduling algorithm are analyzed. The basic cuckoo search algorithm and hybrid 

frog leaping algorithm, which are less studied, are selected from the heuristic algorithms. The 

basic ideas and algorithm processes of the two algorithms are analyzed. They are improved 

according to their respective shortcomings. Five standard test function experiments are carried 

out on the improved algorithm. In short, the two task scheduling algorithms proposed in this 

paper need to be further improved. 
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