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Abstract: 

In terms of the current development status and future development direction of artificial 

intelligence, big data and cloud computing, the relationship between the three is inseparable. 

The essence of the Trinity era is that the development of the future era will focus on the three 

technologies of artificial intelligence (AI), big data and cloud computing. At the same time, big 

data has gradually entered people's vision. After the information revolution, the connection 

between people's daily life and data is becoming more and more close. Many enterprises begin 

to use the mining and analysis of big data to mine the development trend and business model of 

enterprises, so as to help enterprises obtain higher operation efficiency and stronger competitive 

advantage. Starting from reality and combined with the author's work experience, this paper 

discusses the combination of artificial intelligence, big data and cloud computing. 

Keywords: Artificial Intelligence, Big Data, Cloud Computing, Information Revolution. 

 

I. INTRODUCTION 

 

In the 21st century, with the following three scientific advances, intelligent theory and 

practice have moved from germination to maturity, namely, formal computing theory, 

functional computers designed to realize formally specified computing, and the discovery of 

neurons [1]. From the Symposium on scientific methods founded by Norbert Wiener and Rose 

Ndlueth in the 1940s and 1950s [2], including Wiener's cybernetics [3], Shannon's information 

theory [4], McCulloch's criticism of Freud's psychoanalytic theory [5], Von Neumann's 

probability logic and the synthesis of reliable institutions with unreliable components, and the 

establishment of artificial intelligence [6]. The discussion in this period further provided an 

early theoretical basis and research basis for the establishment of the concept of intelligence. 
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The discussion of the concept of intelligence has evolved from Leibniz and Babbage's argument 

that machines can calculate to Turing's argument that machines can calculate all functions and 

machines can think. Many discussions on the concept of intelligence have followed from the 

early connectionism and symbolism approach. 

Human natural intelligence is the result of thinking activities generated by brain neural 

network, which is formed by the interconnection of countless neurons. Early neuroscientists and 

logicians tried a special activity model for the interaction in neural networks to explore the 

mechanism and causes of human brain intelligence, in order to find the way to realize 

intelligence. Connectionist interpretation explores the essence of the concept of intelligence 

from this approach. Its early wish was to realize human like intelligence by simulating the 

nervous system. 

 

II. ASSOCIATION RULES MINING 

 

2.1 Basic concepts of association rules 

The results of association rules mining usually tell people something like this: "among the 

customers who buy bread and butter, 90% also buy milk" (buy bread, butter → buy milk). 

Association rules were first used to analyze the shopping affairs of supermarket customers. 

It can help how to put the goods on the shelf (such as putting the goods that customers often buy 

together) and how to plan the market (how to match each other) [7]. Therefore, the main object 

used for association rule discovery is transactional database. A transaction is generally composed 

of the following parts: transaction processing time, a group of elements, and transaction 

identification number. 

 

2.2 Classification of association rule methods 

The existing algorithms of association rules can be roughly divided into search algorithm, 

hierarchical algorithm, data set partition algorithm, sampling algorithm and so on. 

1. Search algorithm: when reading each transaction in the data set, the search algorithm 

processes all itemsets contained in the transaction, so the search algorithm needs to calculate the 

support number of all itemsets in the data set D. AIS algorithm, STEM algorithm, and 

association rule mining algorithm based on grid building algorithm are all such search algorithms. 

2. Hierarchical algorithm: The hierarchical algorithm represented by Apriori algorithm is to 

find frequent itemsets in the order of increasing the number of items. Apriori's algorithm finds 

out all the frequent k itemsets when scanning the dataset for the k th time. The candidate itemsets 

in the (k+1) th scan of data sets are generated by all frequent k itemsets through join operations. 

3. Data set partition algorithm: data set partition algorithm includes partition algorithm, DIC 

algorithm, etc. these algorithms divide the whole data set into data blocks that can be stored in 

memory for processing, so as to save the I / O cost of accessing external memory. The number of 
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candidate itemsets of data set partition algorithm is generally larger than that of Apriori 

algorithm. Increasing the data distortion of each data block can reduce the number of candidate 

itemsets. Data set partition algorithm is the basis of various parallel and distributed association 

rule mining algorithms. 

4. Sampling algorithm: the sampling algorithm generates the sampling data set D 'by 

sampling the data set D, finds out the frequent item set in the sampling data set D' as the 

candidate item set, and then scans the data set D to determine the frequent item set. How to 

calculate the negative boundary to retrieve the missing frequent itemsets is the key of the 

sampling algorithm. Sampling algorithm is suitable for mining association rules in the 

environment of high efficiency and low accuracy. 

 

2.3 Apriori algorithm 

Agrawal put forward an algorithm for mining association rules between itemsets in 

customer transaction database in 1994-Apriori, which belongs to one-dimensional, single-layer 

and Boolean association rules in classification [8]. Up to now, Apnon algorithm is still the most 

influential method for mining frequent itemsets of Boolean association rules, where all itemsets 

whose support degree is greater than the minimum support degree are called frequent itemsets. 

The core of Apriori algorithm is based on the recursive idea of two-stage frequent itemsets, using 

an iterative method called layer-by-layer search. k- itemsets are used to explore (k+l)- itemsets. 

First, find out the frequent 1- itemsets. This set is denoted as L1. L1 is used to find the set L2 of 

frequent 2- itemsets, while L2 is used to find L3, and so on until the frequent k- itemsets cannot 

be found. Finding each Lk requires a database scan [9-10]. 

In order to improve the efficiency of the algorithm, marmila introduced pruning technology 

to reduce the size of the candidate set Ck and compress the search space. The pruning strategy 

introduced in the algorithm is based on such a property: all non empty subsets of frequent 

itemsets must also be frequent. According to the definition, if itemset I does not meet the 

minimum support threshold, min_ Sup, then I is not frequent, that is P (I) < min_ sup。 If item a 

is added to I, the result itemset (IA) cannot appear more frequently than I. Therefore, IUA is 

not frequent, that is, P (IA) < min_ sup。 This property belongs to a special classification, 

called anti monotone, which means that if a set cannot pass the test, all its supersets cannot pass 

the same test. 

Once frequent itemsets are found by transactions in database d, it is straightforward to 

generate strong association rules from them (strong association rules satisfy minimum support 

and minimum confidence). For the confidence level, the following formula can be used, where 

the conditional probability is expressed by the item set support count: 

   
 

 

support_count A B
confidence A B P A B

support_count A


    (1) 
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In which, support_count(AB) is the number of transactions including itemset aub, and 

support_count(A) is the number of transactions including itemset a .. According to this formula, 

the following association rules can be generated: 

(1) for each frequent itemset 3, all non-empty subsets of 1 are generated. 

(2) for each non-empty subset s of 1, if 
 

 

1
_

support_count
min conf

support_count s
 , 

The output rule is "s = > (1-s)". Where, min_ conf minimum confidence threshold. 

Since rules are generated from frequent itemsets, each rule automatically satisfies the 

minimum support. 

 

2.4 The shortcomings of Apriori algorithm and its improvement 

Apriori algorithm needs to repeatedly scan the database, needs a lot of I / O load, and may 

produce a large number of candidate sets, which are two major shortcomings of Apriori 

algorithm. A large number of candidate sets may be generated. When there are 10000 frequency 

sets of length 1, the number of candidate sets of length 2 will exceed 10m. Through experiments, 

we can find that the main calculation of finding frequent sets is to generate frequent 2-itemsets, 

and the process of generating frequent 2-itemsets is the bottleneck of Apriori algorithm mining. 

In addition, if you want to generate a very long rule, you need to generate a large number of 

intermediate elements. 

Although Apriori algorithm itself has been optimized, but in practical application, there are 

still unsatisfactory places, so people have put forward some optimization methods. 

1. Hash based method 

An efficient hash based algorithm for generating frequency sets is proposed by Park et al. 

Through experiments, we can find that the main calculation of finding frequency set is to 

generate frequent 2-itemsets Lk. Park et al. Use this property to introduce hash technology to 

improve the method of generating frequent 2-itemsets. 

2. Dynamic itemset count 

Dynamic itemset counting is to add candidate itemsets at different times of scanning. 

Dynamic itemset counting is proposed when mining database partition. Each data block divided 

is marked with a start mark. In this change, a new candidate set can be added at any starting 

point: the candidate set has been determined before each database scan. This technique is 

dynamic because it estimates the support of all itemsets counted so far; If all subsets of an item 

set are estimated to be frequent, a new candidate item set is added. So the algorithm needs to 

scan twice. 

3. Sequence mode 
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Sequence pattern is the discovery of transaction sequence (pattern) that changes with time. 

The purpose of sequence pattern analysis is to mine the sequence of occurrence of item sets 

which are mainly in the sequence of occurrence time. This kind of research is less in practice. 

4. Analysis of cyclical market shopping 

The periodic market shopping analysis is to find the corresponding frequent item set in the 

user-defined cycle. The cyclical market shopping analysis uses time-marked transaction records 

to determine the subset of the transaction database and mark it as cyclical. The so-called cycle is 

a set of such as "the first day of each month, etc. the corresponding association rules are 

extracted from the periodic daily items. Therefore, a set of items that do not meet the minimum 

support for sniffle may be considered frequent in the data subset that satisfies periodic 

constraints. 

5. Other methods include mining multi-level multi-dimensional association rules and 

mining of time series data, etc. 

 

III. RESEARCH ON CLUSTERING 

 

3.1 The basic concept of clustering 

Clustering is a process of dividing data sets into several groups or classes, and makes the 

data objects in the same group have high similarity. The data objects in different groups are not 

similar. Similar or dissimilar description is determined based on the value of data description 

attribute. It is usually represented by the distance (between objects). Clustering methods include 

statistical method, machine learning method, neural network method and database oriented 

method. 

In statistical methods, cluster analysis is called cluster analysis, which is one of the three 

methods of multivariate data analysis (the other two are regression analysis and discriminant 

analysis). It mainly studies clustering based on geometric distance, such as Euclidean distance, 

Minkowski distance and so on. The traditional statistical cluster analysis methods include 

systematic clustering, decomposition, addition, dynamic clustering, ordered sample clustering, 

overlapping clustering and fuzzy clustering. This clustering method is based on global 

comparison, it needs to examine all individuals to determine the classification. Therefore, it 

requires that all data must be given in advance, instead of adding new data objects dynamically. 

Clustering analysis method does not have linear computational complexity, so it is difficult to 

apply to the case of very large database. 

 

3.2 Types of clustering 

Clustering is also a more research direction in data mining, there are many methods, mainly 

in the following categories. 

1. The method of division 
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Typical division method: k-average, k-center. 

(1) K-average method: k-average algorithm takes k as the parameter, divides n objects into 

k clusters, the objects in the cluster have high similarity, and the similarity is calculated 

according to the average value of the objects in a cluster. 

(2) K-center method: k-center method selects the most central point in the cluster as the 

reference point. The clustering strategy of k-center method is as follows: firstly, randomly select 

a representative object for each cluster; The remaining objects are assigned to a cluster according 

to their distance from the representative objects; Then, the representative objects are replaced by 

non representative objects repeatedly to improve the quality of clustering. 

2. Hierarchical approach 

There are two kinds of hierarchical methods: Condensed hierarchical classification and split 

hierarchical classification. 

(1) Hierarchical classification of aggregation: from bottom to top, each object is regarded as 

a cluster, and then gradually merged into larger and larger clusters until a termination condition 

is met. 

(2) Split hierarchical classification: this method takes all objects as a cluster from top to 

bottom, and then gradually splits them into smaller and smaller clusters until a termination 

condition is satisfied. 

 

IV. TEST AND APPLICATION 

 

Construct and improve the data mining algorithm of association rules, classification 

prediction and clustering, and design the program: establish a database, apply various algorithms 

to it, and analyze the results. System software and hardware environment: 

(1) Hardware environment: Pentium IV 2.8GHZ, 512MB memory. 

(2) Software environment: WindowsXP,JDKl.4.2. iDA(iDataAnalyser),Weka. 

The information of students in school exists in two database files, one is the National 

Computer Rank Examination score database. Name ID number, name, gender, ID card number, 

contact number, written examination results, boarding test scores and total score. The other is the 

natural condition database of students, including student ID number, name, professional class, ID 

card number, native place and so on. Through the extraction of data from these two databases, 

we can find out which majors have higher passing rate in which subjects. 

After preprocessing the data, the implementation of k-cluster algorithm based on clustering, 

data mining, found that the distribution of candidates in various examination subjects as shown 

in Figure 1, the distribution of professional and examination subjects, results as shown in Figure 

2. The distribution of examination subjects, majors and scores is shown in Figure 3. From Figure 

1 and Figure 2, we can see that the passing rate of Chinese, secretary, sports, Korean, Japanese, 

Russian, painting, art, dance and other majors applying for Level 2 access is relatively high. 
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Fig 1: Distribution of examinees in each examination subject 

In the sales records of large supermarkets, each record contains a list of goods purchased 

once, and the association in the association algorithm can tell us the relationship between two or 

more goods. For example, 80% of customers buy bread and milk, and 60% of them buy milk as 

well as bread. We express the relationship between bread and milk as follows: bread → milk 

(60%, 80%). The association of data items can also be generated among multiple items, such as 

bread, milk → sauce (60%, 40%), etc. 
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Fig 2: Distribution map of major and examination subjects and scores 

 
Fig 3: Distribution of examination subjects, majors and grades 

V. Conclusion 

This paper introduces the related theoretical knowledge of data mining, including the 



Forest Chemicals Review 
www.forestchemicalsreview.com 
ISSN: 1520-0191  
January-February 2022 Page No.197-206 
Article History: Received: 28 October 2021 Revised: 05 December 2021 Accepted: 10 January 2022 Publication: 28 
February 2022 

205 
 
 

concept of data mining, classification of data mining, knowledge pattern of data mining and steps 

of data mining. This paper discusses Apriori algorithm, its improved correlation algorithm and 

parallel association rule mining algorithm, and summarizes classification method and clustering 

method. On this basis, the core technology of data mining is successfully applied in intelligent 

information processing system. In the data mining stage, Apriori parallel algorithm based on 

association rules, classification based decision tree induction algorithm and clustering based k-

cluster algorithm are improved respectively. Through the system operation and test results, the 

improved algorithm is successful. 
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